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1 About This Report 
 
This report outlines the integration of authoritative Copernicus Climate Data from the Climate 
Data Store (CDS) into the Sustainable Asset Valuation (SAVi) tool. It describes how several climate 
indicators obtained from the CDS were integrated into the SAVi Energy model and how the 
analysis performed by SAVi has improved as a result. In light of this integration, IISD is able to 
generate sophisticated SAVi-derived analyses on the costs of climate-related risks and climate-
related externalities. 
 
The integration of Copernicus Climate Data into other SAVi models for roads, irrigation, 
wastewater treatment infrastructure, buildings, and nature-based infrastructure can be found 
here.  
 
This document presents: 
 
• A summary of the literature review on the impact of climate variables on energy (power 

generation) infrastructure, including equations that link climate variables to the economic 
performance of various power generation technologies as well as power grid efficiency: wind 
technology, wave technology, solar technology, hydropower, gas power, coal power, nuclear 
power, geothermal power, and power grid.  

• How the above information was used to select relevant indicators from the Copernicus 
database. 

• How outputs of the CDS datasets are integrated into the SAVi System Dynamics (SD) Energy 
model. 

• How simulation results can be affected by this new and improved set of indicators. 
 
The different sections of this document are organized as follows. 
 
Literature Review 
 
The literature review is organized per power generation technology and contains the following 
subsections for each climate variable discussed per technology:  
 

• Subsection 1: An overview of climate impacts on the asset (e.g., how air temperature 
affects solar technology).  

• Subsection 2: A presentation of research results found in papers/reports that provide case 
studies on the range of impacts estimated or observed (e.g., across countries).  

• Subsection 3: A description of the methodology found in the literature for the calculation 
of climate impacts on the infrastructure asset. 

• Subsection 4: A selection of CDS datasets required by the equations. 
 
Integration of the Literature Review With the CDS Dataset 
 

https://www.iisd.org/publications/integrating-climate-data-savi-model
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This section summarizes information on what datasets are being used from the Copernicus 
database and what additional processing was applied before integrating these into the SAVi 
Energy model. We first review the equations to determine their usefulness for the various power 
generation technologies of the SAVi Energy model. We then assess what data requirements for 
each of the equations are available in the Copernicus database and create indicators for climate 
variables that are relevant for the equations selected. Finally, in certain cases, we create 
indicators in the CDS Toolbox for first-order impacts on power generation infrastructure. Second- 
and third-order impacts will be estimated with SAVi, making use of additional equations included 
in the SD model. 
 
Integration of Climate Indicators Into the SAVi Energy Model 
 
This section explains how the CDS indicators are used in the SAVi SD model for Energy (power 
generation) infrastructure. This includes the identification of specific indicators of performance 
for each asset impacted by climate indicators (e.g., efficiency and cost).  
 
Behavioural Impacts Resulting From the Integration of Climate Variables 
 
This section discusses how climate variables affect asset performance in the SD model, providing 
early insights as to how the results of the SAVi analysis may change when equipping the model 
with more and better refined climate indicators (e.g., with the cost of energy infrastructure being 
higher due to increased maintenance, the economic viability of the infrastructure asset, 
expressed as the Internal Rate of Return [IRR], will be lower than expected).  

 
Simulation Results 
 
The final section of this paper presents the equations used and quantitative results emerging from 
the inclusion of climate indicators in the SAVi Energy model under various climate scenarios. This 
is the end product of the enhanced SAVi model, which is used to inform policy and investment 
decisions for infrastructure. Table 1 provides an overview of climate drivers, impacts, and relevant 
SAVi output indicators for power generation infrastructure. 
 
The CDS datasets are accessed via the CDS application programming interface (API), and 
additional processing and packaging for use in SAVi are done offline. Technical information about 
the offline code is found in Annex I. We also selected a subset of the most-used indicators and 
created an app in the CDS Toolbox with interactive visualization for demonstration purposes. 
 

https://cds.climate.copernicus.eu/apps/27053/iisd-demo
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Table 1 Overview of variables and impacts implemented in the SAVi Energy model  

SAVi module Implemented 
impact 

Main climate drivers Affected output indicators 

Energy (power 
generation) 

Impact on load 
factor 

• Coal: Temperature 
• Gas: Temperature 
• Nuclear: 

Temperature 
• Biomass: 

Temperature 
• Hydro: Precipitation 
• Wind: Wind speed 
• Solar: Temperature 

• Electricity generation 
• Revenues from 

electricity generation 
• Fuel expenditure 
• Energy-related 

emissions (for fossil fuel 
generators) 

• Social cost of carbon  
• Cost of air pollution 

Impact on thermal 
efficiency 

• All thermal 
generators: 
Temperature 

• Fuel use 
• Fuel expenditure 
• Fuel use  
• Fuel-related emissions  
• Social cost of carbon 

Impact on grid 
efficiency 

• Temperature • Revenues from 
electricity sales 
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2 Power generation infrastructure 

2.1 Literature review 

2.1.1 Wind technology 
 

2.1.1.1 Wind Speed 
 
Wind turbines convert wind kinetic energy into electricity, or electric energy. It results that 
changes in mean wind speed have an impact on wind power generation (Harrison & Wallace, 
2005).  
There are many types of wind turbines, which can be grouped into vertical axis and horizontal 
axis. This review covers only turbines with horizontal axis.  
The components of a wind turbine are the rotor, the generator, and the surrounding structure.  
 

● Climate impact 
 
Wind power generation is affected by wind speed. If there is no or too little wind, turbines cannot 
produce electricity. On the contrary, when the wind speed is too strong, efficiency is lost because 
turbines have a cut-out limit and stop generating electricity.  
 

• Summary of results 
 
In Scotland, Harrison and Wallace (2005) estimate that the range of variation of change in wind 
speed (m/s) [-20; -10; +10; +20] impact on turbine output from base case is of [-26,06%; - 11,52%; 
+8,37%; +13,66%]. For Davy et al. (2018) , from RCP 4.5 and RCP 8.5 for CIMP5, the prevision of 
the impact of change in wind speed to extractable power is under 10% for both scenarios. 
 

● Results 
 
The relationship between wind speed and power generation output has been documented by 
Manwell et al. (2010; 2002). Many other studies present similar information for other types of 
wind turbines (considering technology, size and location of installation). Harrison and Wallace 
(2005) focused on offshore turbines located in Western Scotland. Figure 1 shows power 
generation in relation to changes in wind speed. 
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Figure 1 Wind turbine performance altered by wind speed 

Davy et al. (2018) focused on extractable power energy in the region of the Black Sea for a 120 m 
hub-height turbine, 7.6 MW capacity, Enercon E-126 turbine). He showed that under RCP 4.5 and 
RCP 8.5 scenario, on average, the projected changes to the EWP (Extractable Wind Power) in all 
cases are small ( < 10% of the historical EWP (1979-2004)) and there is a 15–20% difference in the 
EWP and WPD (Wind Power Density) over the different regions of the Black Sea.      

● Methodology 

Method 1 (Harrison & Wallace, 2005) 
 

1. Wind Energy 
 
Power in wind varies with the cube of the wind speed U (m/s) such as: 

 
Where P is the power per unit area (W/m2) and “rho” is the air density. Turbine Output is defined 
by production curves, which specify output over the wind speed range between the cut-in and 
cut-out speeds. When combined with the wind speed information, production and, with 
appropriate data, the economic performance can be estimated. 

 
2. Wind speed distribution 

 
A range of models have been used to describe the wind resource including the well-known 
Weibull distribution. A special case of this, the Rayleigh distribution, is commonly used and is 
defined solely by the mean wind speed U (mean): 

 
Here p (U) is the probability of occurrence of wind speed U and when modelled incrementally, it 
gives the probability and, for a given period, the duration of time (in hours) for which each wind 
speed increment is experienced. The use of the appropriate wind turbine output at each 
increment and summation across all increments provides an estimate of energy production in the 
period. 
 

Particular application: West coast of Scotland (Harrison & Wallace, 2005) 
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The wind speed was defined in 0.25 m/s increments (up to 30 m/s) with the probability of 
occurrence and duration calculated from wind speed distribution function. 
In order to maintain simplicity, the mean annual wind speed (at 19.5 m) was estimated at 10 m/s 
(base case). The turbine chosen for the analysis is the 3 MW Vestas V90. (Young & Holland, 1996) 
The corrected mean wind speed at hub height was found to be just over 11 m/s using the power 
law profile: 

 
Where h65 and h19.5 are the hub and reference heights while z0 is the roughness length of the 
water surface which is generally very low. The turbine power curve follows the traditional shape 
with cut-in at 4 m/s, cut-out at 25 m/s and rated output at 15 m/s 

 

Considerations for integration in the CDS toolbox 

Units: Wind speed = m/s, air density = kg m-3  
ERA5 monthly averaged and hourly data on single levels from 1979 to present Wind speed, Air 
density 

- CORDEX regional climate model data on single levels for Europe (Wind speed) 
- CMIP5 monthly data on single levels (Wind speed) 

 

Method 2 (Davy, Gnatiuk, Pettersson, & Bobylev, 2018) 
 
Intensity and variability of near surface winds and roughness impacts wind energy production.  

“While it is common to use simple power-law approximations to extrapolate wind speeds to 
turbine hub-heights, in this work we developed a roughness-length dependency in our calculation 
of wind speeds based on established boundary-layer profiles for winds” 

 

1. Wind Speed 

 

Where Wz is the wind speed at height z; k is the von Karman constant, taken to be 0.4; z0 
is the roughness length; and u* is the friction velocity.  
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2. The friction velocity  
 

U* is calculated from the surface wind stress (τ) and the air density (ρ): 

 

With Ts being surface air temperature, Ps being surface pressure and Tu and Tv being surface wind 
stress. 

For (1) and (2) we have to calculate the friction velocity from the available data using (2), and then 
use the 10 m wind speeds to calculate the roughness length using Wind speed eq. We enforced a 
lower limit on the roughness length, based on values found over calm water, such that z ≥ 
0.0002m. The derived friction velocity and roughness length were then substituted back into wind 
speed eq. to obtain the wind speed at a height of 120 m above the surface–the turbine height. 

Note that (1) includes an implicit assumption that the atmosphere is neutrally-stratified, and in 
principle a term accounting for the stability of the atmosphere should be included. However, this 
was not possible here given the limited availability of data.  

As a result, when we use this formulation to estimate wind speeds at 120 m, we will tend to 
overestimate wind speeds in convective conditions and under-estimate wind speeds instably-
stratified conditions. 

 

3. Wind Power Density (WPD): 
 

The power (P) per unit area (A), is defined from the air density (ρ) and the wind speed (W): 

 

Where W is wind speed at height of 120m and over-bar indicates an averaging over time. WPD 
sensitive to small-timescale variations in wind speed because of this cubed-dependence. Here 
constrained to use daily-mean wind speed data so WPD will be under-estimated. We used 3 
hourly resolutions and compared by doing W3 (3hr)/W3 (daily) for each day. 

Biggest difference seen in Mediterranean region with less than 20% difference over water 
although still geographical variations. 

 

4. Extractable Wind Power (EWP) 
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A power-curve data from a typical 120 m hub-height wind turbine was used. The data is from the 
high capacity, 7.6 MW Enercon E-126 turbine (see Figure 2): 

 

Figure 2 Normalized power curve 

 

A spline interpolation was used to calculate the Wind Power produced at each time-step, which 
was then averaged over the period of interest to obtain the typical EWP for a given location (Davy, 
Gnatiuk, Pettersson, & Bobylev, 2018). 

Considerations for integration in the CDS toolbox 

- Input: ERA5, hourly data, 100m_u_component_of_wind and 
100m_v_component_of_wind 

- wind power density ½ rho U**3 
- extractable wind power (look-up) 

We select wind speed at 100 m from ERA5, on an hourly basis, as it represents more accurately 
the wind experienced by large turbines, unaffected by the boundary layer. For future projections, 
we use CMIP5, 10-m wind speed at daily resolution, which we scale to match ERA5 100-m during 
the period of overlap (2006 to 2019, which resulted in a scaling coefficient of 1.65). 

- Two scenarios were used: RCP 4.5 and RCP 8.5 for CMIP5 
- Units: Wind speed = m/s, Surface pressure = Pa, Surface air temperature = K, 

Roughness length = m, air density = kg m-3, Surface wind stress =? 
- Daily data are used in the article: 

o CORDEX regional climate model data on single levels for Europe (Wind speed) 
o CMIP5 daily and monthly data on single levels (Wind speed) 
o ERA5 hourly and monthly averaged data on single levels from 1979 to present 

(Wind speed, surface air temperature, air density) 
o ERA5-Land hourly and monthly averaged data from 1981 to present (Surface 

Pressure) 

 
Method 3 (Manwell, McGowan, & Rogers, 2010) 
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Mass flow of air dm/dt, through a rotor disc of area A can be determined with an equation 
involving air density and air velocity: 

 
 
The kinetic energy per unit time of the flow is then calculated: 
 

 
Which we can transform to get the wind power per area P/A: 
 

 
Note: conditions assumed here are sea-level, 15˚C and density of air of 1.225 kg/m3. Power from 
wind is proportional to area swept by the rotor and wind power density is proportional to the 
cube of the wind velocity. 
 
Considerations for integration in the CDS toolbox 

ERA5 hourly and monthly averaged data on single levels from 1979 to present 
 
Method 4 (Farkas, 2011) 
 
P=1/2 ×the density of air ×the area swept out by the turbines × (wind speed) 3 
 
The most important variable is wind speed. The area swept out by the turbine is a constant and 
the density of air is generally taken as 1.225 kg/m3, its value at sea level at 15 degrees Celsius. 
 
Considerations for integration in the CDS toolbox 

ERA5 hourly and monthly averaged data on single levels from 1979 to present 
 

2.1.2 Wave Technology 
 
Some of the kinetic (motional) energy in the wind is transformed into waves once the wind hits 
the ocean surface. Most of the energy comes from the rising and falling water level and requires 
exposure to the waves. 
There are three main technologies that are Oscillating Water Column (OWC), Surface-following 
attenuator (Line Absorber) and Buoyancy Unit/Point Absorber. There might never be a dominant 
technology for harnessing this power because of the differences in potential wave energy sites 
throughout the world. 
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2.1.2.1 Wind Speed 
 

● Climate impact 

As ocean waves are predominantly the result of wind action, changes in wind patterns will 
ultimately alter wave regimes. Waves are created by the transfer of energy from wind flowing 
over water bodies. The energy transfer defines the size of waves and this is dependent on the 
strength and duration of the wind and the available fetch (Harrison & Wallace, 2005). 

● Summary of results 

Harrison and Wallace (2005) estimate that the range of impact of change in wind speed (m/s) [-
20%; -10%; +10%; +20%] on wave energy production (GWh/year) from base case is of [-42,16%; -
21,08%; +20,1%; +38,73%].  

● Results 

Harrison and Wallace (2005) estimated the impact of wind speed on wave power generation 
(Surface-following attenuator, see Figure 3). More details on the methodology are presented 
next. 

 
Figure 3 Wave energy and changes in wind speed 

 
 

● Methodology  

1. Wave energy (Evans & Antonio, 1986) 
 
The power in the waves varies with the square of the wave height and linearly with wave period; 
and can be defined as follows: 

 
Where P is power (kW/m of wave front), Hs is the significant wave height (m) and Te the wave 
energy period (s). Hs and Te are representative of the wide spectrum of waves of different heights, 
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periods and directions that make up real seas. Together they allow the specification of a range of 
“sea states” that have given probability of occurrence based on the joint coincidence of Hs and Te. 

 
Hs is defined as four times the root-mean-square (RMS) elevation of the sea surface (Hrms) and 
where m0 is the zero moment (or variance) of the wave spectrum. 

 
 

Te is defined as the Energy period which is one of several representative wave period measures in 
use although it is favored for wave energy approaches as it weights waves according to spectral 
energy content where m-1is the reciprocal of the first spectral moment (the mean frequency): 
 

 
 

2. Wind-wave Model (Pierson Jr & Moskowitz, 1964) 
 

The relationship between wind and wave conditions can be defined using the classic Pierson–
Moskowitz (PM) spectrum. 
This describes fully developed (steady-state) wind-created seas that may occur when the wind 
has been blowing over a long period (6–18 h) and fetch (200–600 km). The spectrum is empirically 
derived and uses the wind speed, U0 (at a height of 19.5 m above mean sea level) as the single 
parameter that defines the energy spectrum of wave energies: 

 
 

Where S (u) is the spectral energy as a function of frequency, u (rads). Practical use is through 
determination of Hs and Te through analysis of the spectral moments using point (i) (W energy), 
we get:  

 
These parameters specify significant wave height and wave period (wave energy) for any given 
wind speed. 
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Particular application: 

In the article of Harrison and Wallace (2005), a wave energy appraisal is conducted, using a Wave 
Energy Converter developed by Edinburgh-based Ocean Power Delivery Ltd1 (Surface-following 
attenuator). The Pelamis is a 120 m long floating device that resembles a sea-snake with four 
articulated sections that flex (and produce up to 750 kW) as waves run down the length of the 
device. It is designed to maximize production in normal sea conditions whilst surviving heavy seas 
(HS>8 m) through power limitation. 

 

Considerations for integration in the CDS toolbox 

ERA5 daily and monthly averaged data on single levels from 1979 to present 

 

2.1.3 Solar Technology 
 
With a solar panel a cell converts sunlight directly into electricity. When photons (particles of 
sunlight) hit solar panels, the panel turns the photons it receives into electrons of direct current 
electricity. The inverter then converts the direct current electricity into alternating current power, 
which can be used to power appliances. 
The performance of PV systems is largely influenced by internal and external factors such as its 
structural features, visual loss, aging, radiation, shading, temperature, wind, pollution, and 
electrical losses. Climate change will impact temperature and irradiance and therefore will alter 
the output capacity of PV systems.  

2.1.3.1 Solar radiation, temperature, wind 
 

● Climate impact 
 
Solar panels' efficiency is affected by solar radiation. In a way, it is linked with clear-sky radiation 
and cloud cover. If a PV panel is exposed to too high temperatures (hence, higher radiation), it 
loses efficiency and even sometimes, when it is cloudier, efficiency increases. (Jerez, et al., 2015; 
Flowers, et al., 2016). 
PV systems present a negative linear relationship between the energy output and the 
temperature change, while the increase of solar radiation is proportional to the PV energy output. 
(Panagea, Tsanis, Koutroulis, & Grillakis, 2014) 

● Summary of results 

From our literature review, for air temperature, an increase of 1˚C would decrease solar PV 
efficiency by 2% for the most pessimistic study and by 0.5% per 10˚C increase for the optimistic 

 
1 http://www.oceanpd.com/ 
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one. Concerning irradiance, an increase of 1 unit (W/m2) will increase solar output by 5%. Finally 
for wind, an increase of speed by 1m/s will lead to an increase of efficiency of 0.5%. 

● Results 
 
Good and Calaf (2019) found that Solar PV efficiency diminishes as a function of air temperature 
at a rate of approximately 0.5% per 10 °C. Light winds lead to increased energy efficiency relative 
to quiescent conditions with a 0.5% increase in efficiency from 0.5 m/s to 1.5 m/s.  
 
In Greece, Panagea et al. (2014) found regional differences but on average, the individual increase 
of 1 unit in irradiance results in a significant increase on PV energy output up to 5% while the 
increase of one unit of temperature causes a decrease up to 2% on the solar PV efficiency. 
 

● Methodology   
 
Method 1 (Photovoltaic Softwares, 2020) 
 
The global formula to estimate the electricity generated in output of a photovoltaic system is:  

 
E: Energy (kWh) 
A: Total solar panel Area (m2) 
R: solar panel yield or efficiency (%) given by the ratio = electrical power (in kWp) of one solar 
panel divided by the area of one panel. 
H:  Annual average solar radiation on tilted panels (shadings not included). You have to find the 
global annual radiation incident on your PV panels with your specific inclination (slope, tilt) and 
orientation (azimut) with Unit = kWh/m2. 
PR:  Performance ratio, coefficient for losses (range between 0.5 and 0.9, default value = 0.75).It 
is a very important value to evaluate the quality of a photovoltaic installation because it gives the 
performance of the installation independently of the orientation, inclination of the panel. It 
includes all losses. 

 
Example: the solar panel yield of a PV module of 250 Wp with an area of 1.6 m2 is 15.6%. This 
nominal ratio is given for standard test conditions (STC): radiation=1000 W/m2, cell 
temperature=25 Celsius degree, Wind speed=1 m/s, AM=1.5. The unit of the nominal power of 
the photovoltaic panel in these conditions is called "Watt-peak" (Wp or kWp=1000 Wp or 
MWp=1000000 Wp). 

 
Considerations for integration in the CDS toolbox 

ERA5 monthly: 'mean_surface_downward_short_wave_radiation_flux' (W/m2) 
CMIP5 monthly: 'surface_solar_radiation_downwards'(W/m2) 
 
Method 2 (Gomes, Diwan, Bernardo, & Karlsson, 2014) 
 



Copernicus Climate Change Service  

2019/C3S_428h_IISD-EU/SC1- Integration of climate data in the SAVi model Page 19 of 83 

The efficiency of a PV-system is almost independent of the solar irradiance, while on solar thermal 
systems the efficiency is strongly dependent. The efficiency of a thermal collector is often zero at 
low light intensities. 

Values were chosen in order to represent standard market panels. Thus the PV panel has an 
efficiency of 15% and the solar thermal collector has a maximum efficiency of 80%, and a total U 
value of 4 with ΔT = [T med – T amb] = 50ºC which was considered to be frequent. The graphics (see 
Figure 4) are drawn according to a simplified model using the following formulas: 

Figure 4 Effect of solar radiation on the power and efficiency PV panels and solar thermal collectors 

 
As indicated above, there are more factors to consider, such as the fact that the temperature of 
the solar cells will increase together with the solar radiation, which will lead to a decrease in solar 
cell efficiency.  
 
This means that the efficiency of the PV collector is not a straight line as shown but decreases 
with solar radiation following a coefficient of around 0.45%/ºK for mono crystalline solar cells.  
In the same manner, the PV power curve will continue to increase with solar radiation but the 
real curve is less steep than that shown above. However, the efficiency of solar cells is also 
increased for higher radiations which compensates for this effect. 

 
Considerations for integration in the CDS toolbox 

Solar radiation (J/m2): ERA5 monthly averaged and hourly data on single levels from 1979 to 
present 

Ambient and median temperature (K): ERA5-Land monthly averaged and hourly data on single 
levels from 1981 to present 

 
Method 3 (Panagea, Tsanis, Koutroulis, & Grillakis, 2014) 
 

1. Estimation of PV Energy Output under Variable Conditions of Temperature and 
Irradiance 



Copernicus Climate Change Service  

2019/C3S_428h_IISD-EU/SC1- Integration of climate data in the SAVi model Page 20 of 83 

In order to calculate the potential percentage change in PV output, the fractional change Δ𝑃𝑃PV/𝑃𝑃PV 
is calculated from the ratio between (2) and (3) taken from Crook et al.2 (refer to it for all 
equations). RCM temperature and irradiance outputs were corrected for their biases in mean and 
standard deviation for each calendar month, following the methodology presented in an article 
by Haerter et al. (2011).  
 
Consider the following:  
 

 

Where: 

Δ𝑃𝑃PV is the change in photovoltaic power output 

 𝜂𝜂ref is the reference photovoltaic efficiency 

Δ𝑇𝑇 is the change in temperature between the baseline and the scenario period 

Δ𝐺𝐺 is the change in irradiance between the baseline and the scenario period 

𝑇𝑇 is the daytime temperature for the baseline period, estimated by (4) as it can be found in Crook 
et al.  

𝐺𝐺tot is the irradiance over the daylight for the actual cloud cover for the baseline period, calculated 
by (5) taken from Crook et al. 

𝑇𝑇ref is the reference temperature in which the performance of PV cell is estimated by the 
manufacturer 

𝛽𝛽 is the temperature coefficient set by cell material and structure 

 𝛾𝛾 is the irradiance coefficient set by cell material and structure 

 
2 J. A. Crook, L. A. Jones, P. M. Forster, and R. Crook, “Climate change impacts on future photovoltaic and 
concentrated solar power energy output,” Energy and Environmental Science, vol. 4, no. 9, pp. 3101–3109, 
2011 
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𝑐𝑐1, 𝑐𝑐2, and 𝑐𝑐3 are coefficients which depend on details of the module and mounting that affect 
heat transfer from the cell.  

2. Daytime temperature 

 
DTR is the diurnal range of the temperature (difference between minimum and maximum 
temperature) and 𝑇𝑇 is the monthly average temperature. 
 

3. Irradiance 

 
𝐺𝐺 is the monthly average irradiance, 𝑡𝑡daylength is the time of the daylight, calculated as monthly 
average, for all latitudes of the study site every 0.25∘. 
 

Considerations for integration in the CDS toolbox 

Temperature (K):  Temperature statistics for Europe derived from climate projections 

Irradiance: 

1. Dimensionless: Surface albedo 10-daily gridded data from 1981 to present 
2. W/m2: Climate data for the European energy sector from 1979 to 2016 derived 

from ERA-Interim 

 
Method 4 (Adeh, Good, Calaf, & Higgins, 2019) 
 
The results of this study confirm that the PV panel efficiency is influenced by the solar radiation, 
air temperature, wind speed and relative humidity. The solar PV potential fundamentally depends 
on the incoming solar radiation, which is strongly dependent on geographic location, but it is also 
well-known that the system’s efficiency depends on the temperature of the solar cells, and the 
temperature of the solar cells is a function of the local microclimate.  

 
1. Energy Balance 

Steady state is assumed, and the atmosphere is modeled under a neutral stratification as a first 
order approximation. The consequence is that the energy storage term is neglected and that the 
ground temperature is equal to the air temperature. The resultant energy balance of the panel is 
expressed as: 
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Where ε is the efficiency of the solar panel, α = 0.2 is the PV panel surface albedo, Rsun is the 
measured incoming shortwave radiation from the sun. 
 

Particular application: Oregon, USA (Adeh, Good, Calaf, & Higgins, 2019) 

The microclimate-informed PV efficiency model is validated using field data3 from a 1.5 MW solar 
array located at Oregon State University in Corvallis, Oregon4. Climatic variables (temperature, 
relative humidity, wind speed and incoming short-wave radiation were collected at a height of two 
meters (as the solar panel height) and one-minute intervals over two years Impact of air 
temperature, wind speed and vapor pressure are available in boxplot format. We cannot assess a 
precise result due to standard deviation and confidence intervals but nonetheless tendencies are 
clear. Air temperature has a linear decreasing impact on panel efficiency. Wind speed is more 
spurious but seems to have a decreasing return to scale tendency. Finally, regarding vapor 
pressure, we cannot stipulate any clear tendency.  

The following equation is was used: 

 

Where εref = 0.135, is the reference efficiency of the panel at a reference temperature, Tref = 298 K, 
and A=0.0051/°K is the change in panel efficiency associated with a change in panel temperature. 
Tis linear relationship is assumed valid when the absolute value of [Tp - Tref] ≤ 20 °K. 

Night time periods and times of low sun angles (≤15°) were excluded from the analysis. In the global 
scale analysis, the input environmental data were provided for each 0.5°×0.5° pixel. 

 
Considerations for integration in the CDS toolbox 

- Albedo (Dimensionless): ERA5-Land monthly averaged data from 1981 to present 
- Irradiance (W/m2): Climate data for the European energy sector from 1979 to 2016 

derived from ERA-Interim 
- Radiation (W/m2): ERA5 monthly averaged data on single levels from 1979 to present 
- Air temperature (K): ERA5 monthly averaged data on single levels from 1979 to present 
 

 
3 Adeh, E. H., Higgins, C. W. & Selker, J. S. Remarkable solar panels Influence on soil moisture, 
micrometeorology and water-use efficiency-database (2017) 
4 Adeh, E. H., Selker, J. S. & Higgins, C. W. Remarkable agrivoltaic influence on soil moisture, 
micrometeorology and water-use efficiency. PloS One 13, e0203256 (2018). 
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2.1.3.2 Dust and ash 
 

• Climate impact 

Dust and ash deposition on the PV cells reduces efficiency of solar panels because they impede 
panels to totally absorb solar radiation and hence, energy produced decreases. 

• Summary of results 

The impact of dust accumulation on solar PV efficiency is -1.5% per 0.4mg/cm2. We also find that 
efficiency decreases by 7% for any dust accumulation. For power output, the decrease is in the 
range [2.5%; 30%; 84%] for dust accumulation in mg/cm2 of [0.06; 0.4; 25]. 

• Results 

In a study done by Kaldellis & Fragos (2011), a considerable deterioration of the PV-panels’ 
performance is obtained, i.e. almost 30% energy reduction per hour or 1.5% efficiency decrease 
(in absolute terms) for ash accumulation on the panels’ surface reaching up to 0.4 mg/cm2. Even 
a relatively small ash deposition (i.e. 0.06 mg/cm2) may cause almost 2.5% reduction in the 
generated power output. 

Furthermore, the effects of dust accumulation on PVs’ surfaces have been experimentally 
investigated by El-Shobokshy and Hussein (1993), aiming to relate the dust deposition density 
with the short circuit current and power output variation. According to the results obtained, 
atmospheric dust particles, with a mean diameter of 80 mm, may reduce the PV-panel’s short 
circuit current and the power output by about 82% and 84%, respectively, when the dust 
deposition density is almost 250 g/m2. 

To determine the relation of natural dust deposition on PVs’ surfaces with the corresponding 
voltage output under various PV-panels’ tilt angles, Kappos et al. (1996) showed that the particle 
deposition is directly proportional to the inclination of the PV-panel. Particularly, for the vertically 
placed PV-modules, the mean decrease of the PV voltage output after three months of 
observation was 5% in contrast to the respective 20% for the PV-modules placed horizontally. 

Finally, Meral and Dincer (2011) estimated for a “100 MW solar panel” that the impact of dust is 
typically on factor reduction of 0.93. A manufacturer may rate a particular PV module output at 
100W of power under standard test conditions, and call the product a “100W PV module.”  

Example: Output power of the PV module reduces as module temperature increases. When 
operating on a roof, a PV module will heat up substantially, reaching inner temperatures of 50–
75 ◦C. For crystalline modules, a typical temperature reduction factor recommended by the CEC 
is 89% or 0.89. So the “100-W module will typically operate at about 95W× 0.89 = 85W under full 
sunlight conditions”. Concerning dust, a typical annual dust reduction factor to use is 93% or 0.93. 
A “100- W module,” may operate on average at about 85W× 0.93 = 79W. (Meral & Dincer, 2011) 
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2.1.4 Hydropower Technology 
 
Hydropower is using water that is constantly moving through a vast global cycle which is an 
endless and constant recharging system that can be used to produce electricity.  
When flowing water is captured and turned into electricity, it is called hydroelectric power or 
hydropower.  There are several types of hydroelectric facilities; they are all powered by the kinetic 
energy of flowing water as it moves downstream. Turbines and generators convert the energy 
into electricity, which is then fed into the electrical grid to be used in homes, businesses, and by 
industry. 
 

2.1.4.1 Stream Flow 
 

● Climatic impact 
 
Stream flow is a component of the water cycle as it depends on precipitation, runoff and sun 
mainly. The stronger the stream flow is, the more power a hydropower plant is able to produce. 
 

• Summary of results 
 
For RCP 4.5 and RCP 8.5 scenarios, annual energy production would decrease in the range of 6.1% 
- 58.6%. We also learn that a 1% change in river discharge would result in a 1% change in power 
generation. 
 

● Results 
 
In southeast Brazil, in the Grande river basin region, De Oliveira et al. (2017) found out that in 
general, based on their baseline period (1961-2005) and scenarios (RCP 4.5 and 8.5, 2007 – 2099), 
stream flow will decrease and lead to reductions in hydropower potential and hence decreases 
of the annual energy production varying from 6.1 to 58.6% throughout the 21st Century.  
 
From an article of the US Department of Energy (2008), we learn that the sensitivity of 
hydroelectric generation to changes in precipitation and river discharge is high: a 1 percent 
change in precipitation or river discharge typically results in 1 percent change in generation 
(ORNL, 2007). 
 

● Methodology 
 

Method 1 (De Oliveira, De Mello, Viola, & Srinivasan, 2017) 
 

The SWATmodel taken from Ulrich and Volk (2009) was used to simulate the hydrological 
behavior of the headwaters under the Representative Concentration Pathways 4.5 and 8.5 
scenarios. 

Hydropower potential: 
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Considerations for integration in the CDS toolbox 

- Water quantity indicators for Europe  
- CDS API ONLY: River discharge and related historical data from the Global Flood 

Awareness System 
 
 
 
Method 2 (Eliasson & Ludvigsson, 2000)Produced Power: 

 

 
 

Method 3 (Engineering ToolBox, s.d.) 
 
The practically available power is estimated as follows:  
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Considerations for integration in the CDS toolbox 

Water quantity indicators for Europe 

 

2.1.4.2 Precipitation / Run-off 
 

● Climate Impact 
 
Precipitation influences hydropower generation through water availability. If there are droughts, 
water quantity may be insufficient to generate electricity, or for a hydropower plant to operate 
at full capacity.  
 
Runoff is the result of the incapacity of the soil to absorb or contain high levels of water. When 
water is not absorbed, it is conveyed into rivers, hence becoming usable for hydropower stations. 
 

• Summary of results 
 
We found that a 1% change in precipitation would imply a 1% change in power generation.  
 

● Results 
 
In the Zambezi River Basin, Yamba et al. (2011) found out that future power potential will 
fluctuate over time (2010-2070). It is forecasted that between 2010 and 2030 there will be a 
decrease, then a partial recovery between 2030 and 2050 to finally see a more marked decline 
until 2070.  
 
In the US, the US Department of Energy and Department of Homeland Security indicates that the 
sensitivity of hydroelectric power generation to changes in precipitation and river discharge is 
high; in the range of 1.0+ which means that a sensitivity level of 1.0 means that one percent 
change in precipitation results in one percent change in power generation (Choi, Keith, Hocking, 
Friedman, & Matheu, 2011). 
 

● Methodology 
 
Method 1 (Yamba, et al., 2011) 
 

1. Precipitation 
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2. Efficiency 

 
 

Considerations for integration in the CDS toolbox 

- ERA5-Land monthly averaged and hourly data from 1981 to present 
- Soil moisture gridded data from 1978 to present 

 

2.1.5 Gas Power 
 
Natural gas is a product of decomposed organic matter, typically from ancient marine 
microorganisms, deposited very deep into soils. After natural gas forms, it will tend to rise 
towards the surface through pore spaces in the rock. This gas is then mixed with air for 
combustion and through the use of turbines, it will generate electricity. 
 
Gas turbines in power stations are composed of three parts: the compressor which draws air into 
the engine; the combustion system where the natural gas is mixed and combusted with air; the 
turbine where the hot combustion gas comes and rotates the blades. 
 
In the next sections ISO, or standard reference conditions are cited, which are conditions on levels 
for ambient air temperature (15˚C), atmospheric pressure (101.32 kPa) and air relative humidity 
(60% %) to determine the efficiency of thermal power generation. 
 

2.1.5.1 Air Temperatures 
 

● Climate impact 
 
Gas turbine power output increases when it is cold, and decreases when it is hot. This is due to 
the following:  
- A gas turbine is a fixed volume machine.  You can only squeeze a fixed volume of air 

through the compressor and turbine. 
- The density of air increases when it is cold.  Colder air means more mass of air in the same 

amount of volume. 
- The amount of power generated in the turbine increases with a higher mass of air flowing 

through the turbine. 
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Ambient temperature also has an effect on the compressor. Colder air improves compressor 
efficiency. This means that the compressor consumes less power, leading to more power supplied 
to the generator (Green, 2020). 
 

• Summary of results 
 
From our literature it emerges that for air temperature range [+1˚C; +5.56˚C (10˚F); +10˚C (10K); 
+35˚C], the impact on gas power plant output (decrease) is of [0.12-0.45% and 0.5%-0.9% on 
average; 3-4%; 5-10%; 24%] respectively. 
For absolute values, two of our references state a decrease in MW with values of [1.47; 2.4] for 
an increase in temperatures of order [+1˚C; +5.56˚C (10˚F)] respectively. 
 

● Results 
 
In the US (East-Coast for most of plants), Maulbetsch and Di Filippo (2006) estimated output 
regarding ambient temperature for wet- and dry-cooled plants (see Figure 5 and Figure 6). A 
marked decline in efficiency can be observed, especially for dry-cooled power plants.  
 
Figure 5 Output vs. ambient temperature (wet-cooled plants) 
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Figure 6 Output vs. ambient temperature (dry-cooled plants) 

 
In Dubai, De Sa and Al Zubaidy (2011) compared efficiency relative to ISO conditions and found 
that for every Kelvin (K) rise in ambient temperature above ISO conditions the Gas Turbine loses 
0.1% in terms of thermal efficiency and 1.47 MW of its Gross (useful) Power Output (see Figure 
7, Figure 9 and Figure 8). 
 

 

Figure 7 Gas turbine power and efficiency in relation to ambient temperatures 
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In Greece, Kakaras et al. (2006) found that depending on the gas turbine type, power output is 
reduced by a percentage between 5% and more than 10% of the ISO-rated power output 15°C for 
every 10K increase in ambient air temperature (see Figure 10). 
 

Figure 8 Thermal efficiency and Power variance 

Figure 9 Thermal efficiency and ambient temperature 
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In Saudi Arabia, Basha et al. (2011) showed that in absolute terms, plant net output from a 70 
MWe gas turbine frame using natural gas has been found to increase from 53.3 to 55.7 MWe for 
a decrease in temperature by 10 °F. 
 
In Vietnam, for a particular application, it is said that there is an approximate 0.57% decrease in 
power output for each degree increase in air temperature (Asian Development Bank, 2012). It 
may appear peculiar that power output decreases over the entire range of temperature while net 
efficiency increases up to 29˚C (see Figure 11). With a gas turbine, power output and energy 
efficiency decrease as air temperature increases. On the other hand, with a steam turbine, air 
temperature increase leads to a rise in exhaust gas temperature, which in turn improves the 
power output and efficiency of the steam turbine. The CCGT O Mon IV power plant has a 
configuration of 2-2-1: two gas turbines each with a power output of 260–290 MW, two heat 
recovery steam generators with a capacity of 714 tons/h, and one steam turbine with a power 
output of 264–289 MW. A decrease in the output of the gas turbines would have caused greater 
impact to the system than the increase in the output of the steam turbine. Since gas turbines 
represents 2/3 of the overall power output from O Mon IV, overall output decreases with 
temperature increase. 
 

Figure 10 70 MWe (a) and 40 MWe (b) gas turbines output and efficiency related to air temperatures 
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Petchers (2003) arrived at the conclusion that for every 1˚C increment in the ambient 
temperature the amount of the reduction in power output is nearly 0.9%. With the increase of 
the ambient temperature the density of the air decreases. Consequently, the air mass flow rate 
into the turbine decreases and so the gas turbine power output reduces (see Figure 12). 
 

 
Shukla and Singh (2014) affirmed that the gas turbine output is a strong function of the ambient 
air temperature with its power output dropping by 0.5-0.9% for every 1˚C increase in ambient 
temperature (see Figure 13). 
 

Figure 11 Plant efficiency and power output vs. air temperature 

Figure 12 Ambient Temperature Power Correction Factor Curve 
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Finally, Ghamami et al. (2016) estimated that for one degree Celsius rise in temperature ambient 
air, intake and exhaust gas temperature of the turbine by an average of 0.4 degrees Celsius, 
respectively 0.17 ° C decrease and increase (see Figure 14). 

 
On the other hand, it is worth mentioning that impacts vary, and other factors have to be 
considered. For instance, Henry and Pratson (2016) criticize studies that predict that droughts 
and hotter water and air temperatures caused by climate warming will reduce the efficiency (η) 
of thermoelectric plants, specifically citing the range 0.12−0.45% for each 1 °C of warming. The 
article precises that efficiency and power output are not significantly correlated, and magnitude 
is lower than assumed. They indicate that efficiency and power output depend also on the plant 
attributes such as age, nameplate capacity, fuel type, average heat rate, and location. 
 

Figure 13 Thermal efficiency vs. Air temperature 

Figure 14 Gas turbine exhaust gas temperature changes graph input and ambient temperature 
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In a specific case study elaborated by Singh and Kumar (2012), in estimating the impact of air 
temperature change impact on a specific plant, they find that a 11% decrease in the mass flow 
rate of air is caused by the increased in ambient air temperature from 5 to 40˚C. Following the 
same changes in AAT, net power output from the gas turbine decreases by 24% and plant 
efficiency by 9%. Power output from a steam turbine is found to decrease by 9%. Also the mass 
flow rate of steam is decreased by 10%. 
 
According to a report of Acclimatise (2009)there is a linear relationship between air temperature 
and turbine efficiency: a 10 degree Fahrenheit (5.56˚C) increase in ambient temperature would 
produce as much as a 3-4% reduction in power output (also valid for coal power plants). 
 

● Methodology 
 
Method 1 (Maulbetsch & Di Filippo, 2006) 
 
Relative EGP = 1 - (MAX (0, "Td" - "2.7") * "0.21")/100 
 
Relative EGP = relative efficiency of gas-powered generation 
2.7 = the lowest temperature in the Maulbetsch study  
Td = daily temperature 
0.21 = the percent reduction in efficiency per °C 
 
Considerations for integration in the CDS toolbox 

- 2m Temperature: ERA5 monthly data 
- 2m Temperature: CMIP5 monthly data 
 
Method 2 (Asian Development Bank, 2012) 
 
Particular application to a project and established power plant named O Mon IV, located in 
Vietnam. 
 
The net plant efficiency under the PECC3 simulations peaked at 29°C, and then exhibited a gradual 
linear decrease in efficiency with further increases in temperature. This relationship can be 
approximated as linear for temperatures greater than 29°C, with a 0.01% decrease in efficiency 
with each 1°C increase in temperature. Power output of O Mon IV showed a strong and decreasing 
linear trend (R2 = 0.999) according to the equation: 
 

P (T) = −24,54T + 4465,6 
 
Where P (T) is energy output measured in GWh/year. Based on this trend, there is an 
approximate 0.57% decrease in power output for each degree increase in air temperature.  
 
Considerations for integration in the CDS toolbox 
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Temperature (K): ERA5-Land hourly data from 1981 to present 
 

2.1.5.2 Ambient Pressure  
 

● Climate impact 
 
With the increases of elevation, the density of the air reduces, thus ambient pressure reduces 
and thus, has a negative impact on gas power output. 
 

● Results 
 
Petchers (2003) estimated that as a result of mass flow rate, fuel rate and the power output of 
the gas turbine reduce nearly by 3.5% for each 1000 feet (305m) of elevation above the sea level 
(see Figure 15). 

 

2.1.5.3 Humidity  
 

● Climate impact 
 
Humidity is related to air temperature and so in general, lower temperatures imply more humidity 
and so better efficiency of the gas power plant. 
 

• Summary of results 
 
We observe that there is a +0.65% in thermal efficiency for every +15% relative humidity. At 
ambient condition of 60˚C, having relative humidity of 100% leads to -1% in efficiency and +25% 
in specific work output.  
 

● Results 

Figure 15 Power output relative to elevation 
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Jabboury and Darwish (1990) found that a decrease of 1% in efficiency and an increase of 25% in 
specific work output were observed when operating at an ambient condition of 60°C and 100% 
relative humidity over that of 60°C and 0% relative humidity (see Figure 16).  
 
This shows the reason for injecting steam in the compressed air before the combustion chambers 
in some experiments to increase the power output.  
 

 
In another article, Shukla and Singh (2014) said that thermal efficiency increases with increase in 
relative humidity from 0 to 100 percent for a particular CIT. There is 0.65 percent increase in 
thermal efficiency for every 15 percent increase of relative humidity (see Figure 17). 
 

Figure 16 Efficiency vs. Relative humidity for TIT = 1200 K and PR = 10 

Figure 17 Variation of thermal efficiency of GT power cycle with different relative humidity at TIT 1100K & 
CPR 8 
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Considerations for integration in the CDS toolbox 

- ERA5 single level hourly data from 1981 to present 
 

2.1.5.4 Water temperature 
 

● Climate impact 
 
Increasing water temperature has a negative impact on the cooling system, mainly in CCGT 
(Combined-cycle Power Plant). 
 

● Results 
 
In a report based in Vietnam, the Asian Development Bank (2012) estimated that based on their 
analysis, annual power output in 2040 could be reduced by 25.3 GWh due to changes in river 
water temperature alone, representing a 0.6% reduction in power output. Net efficiency could 
also decrease by 0.3%, down to 55.2%. 
 

● Methodology 
 
Figure 18 below shows the relative efficiency as a function of river water temperature. For river 
water temperatures greater than 25˚C, there is an approximately parabolic relationship between 
water temperature and efficiency, expressed by the following equation (Asian Development 
Bank, 2012): 
 

 

Figure 18 River water temperature impact on energy output 
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Considerations for integration in the CDS toolbox 

Water quantity indicators for Europe 

2.1.6 Coal Power 
 
It is reported that more than half electricity produced in the world is from Coal. In order to extract 
energy from coal, power plants have to burn it in furnaces to produce heat to extract carbon and 
oxygen that, combined, will produce carbon dioxide and heat. Then, the heat is used to boil water 
to produce steam at high pressure and temperature which is then piped into turbines that rotate 
and generate electricity.  
 
Coal power plants are subject to climate risks that would affect their production efficiency in 
about the same order than other power plants. Some of the impacts are similar to gas power 
plants. 
 
Many of the results shown below apply also to gas and nuclear power plants. 

2.1.6.1 Precipitation 
 

● Climate impact 
 
Precipitation has an impact on coal power plants through soil moisture. In fact, it will also depend 
on regions and soils characteristics but precipitation plays a big role as it infiltrates soils, that 
make coal become more humid and hence, power plants will need a higher amount of energy to 
burn it. 
 

• Summary of results 
 
Precipitation increase moisture (hence coal humidity): for each +1% in moisture there is a -4% 
plant load factor. In one of the studies reviewed, 1048 heavy precipitation events were recorded 
for one year and their impact on the power distribution network, on average, was of 0.99 outage-
hour/year. 
 

● Results 
 
In India, Bhatt and Rajkumar (2015) compared inherent soil moisture in addition to surface 
moisture regarding soil characteristics. Bhatt analyzed the cost of production and efficiency of 
power generation and estimated that an increase of 1% of total moisture will reduce by 4% the 
plant load factor. 
 
In Malaysia, Handayani et al. (2019) studied the impact of many climate variables on coal power 
plants (also nuclear and gas power plants). In 2014 (354 floods), 2015 (19 floods) there has been 
for Java and Bali, an average 16-outage-hours and 1.7-outage-hours for each affected customer 
respectively (89,102). 
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Extreme rain events also impacted the distribution of electricity. Between 2014 and 2015, heavy 
precipitation caused 1048 events of power outages in the Java-Bali distribution network. These 
events resulted in 8.3 gigawatt-hour ENS (energy not supplied) that is equal to an estimated loss 
of more than 0.5 million USD over the two years. Each underwent an annual average of 0.99-
outage-hour due to heavy-precipitation-related failures in distribution networks. 
 

● Methodology 
 
Decrease in boiler efficiency due to moisture increase (Bhatt & Rajkumar, 2015): 
 

Y = -0.02X2+0.358X+81.87 
 
Unit heat rate: 
 

Y = 0.631X2-11.56X+2628 
 

Considerations for integration in the CDS toolbox 

- Soil moisture gridded data from 1978 to present 
 

2.1.6.2 Air and water temperature 
 

• Climate impact 
 
Coal combustion in the boiler requires air. If air temperature increases, density decreases and 
hence we will need more quantity of air for the combustion. Water is used to extract, wash, and 
sometimes transport coal; cool the steam used to make electricity in the power plant; and control 
pollution from the plant. When water temperature increases, cooling of the steam system 
becomes less efficient and hence the power plant loses efficiency. 
 

• Summary of results 
 
As water temperature increase by 1˚C, the impact on coal power plant efficiency is -0.02% (once-
through cooling system) and -0.017% (open-loop system). 
Air temperature change from a base case (42˚C) of range (˚C) [42; 42.7; 45; 47; 50], has an impact 
on air pre-heater efficiency change of [89.94; 86.22; 79.99; 77.6; 76.04] respectively and also on 
overall change in efficiency of [77.29; 73.38; 65.54; 62.43; 55.38] respectively.  
Another study without base case, estimated that for each +5˚C there would be a decrease in 
efficiency of 0.34%. 
 

• Results 
 
In the US, in a Master thesis written by Colman (2013), regressions using USGS and NOAA air and 
water temperature data and EPA records of power plant fuel consumption and power output, 



Copernicus Climate Change Service  

2019/C3S_428h_IISD-EU/SC1- Integration of climate data in the SAVi model Page 40 of 83 

came to the conclusion that a 1° C increase in water temperature is correlated with a 0.02 
percentage point decrease in plant efficiency when using a once-through cooling system. 
For an open-loop coal power plant, mean water temperature increase of 1˚C effect is of -0.017 
reduction in efficiency. 
In India, Bhattacharya and Sengputa (2016) estimated the effect of change in ambient air 
temperature to assess the performance of regenerative air pre-heater with reference to a field 
study of 135 MWe subcritical steam power plant.  
Tae (°C) change [42; 42.7; 45; 47; 50] translated into APH efficiency change ηAPH (%) [89.94; 86.22; 
79.99; 77.6; 76.04] and lately into overall change in efficiency ηoverall (%) [77.29; 73.38; 65.54; 
62.43; 55.38]. 
 
In a report of the European Commission (2011), Fossil-fueled power plants will be impacted by 
extreme rise (5˚C – 10 ˚C) in water temperature of seas (for power plants close to shores). There 
will be the need for additional investments for cooling towers at around 100 euros/kW.  
 

2.1.7 Nuclear Power 
 
The energy generated by a nuclear plant is extracted from atoms energy resulting from a fission 
process from radioactive isotopes that is made on demand.  
Nuclear fission is when a large atom split into one or more smaller atoms, giving off other particles 
and energy in the process. 
 
A nuclear plant is composed of a nuclear reactor core where there’s a generator that produces 
the energy and the turbine that turns it. Then we have the jet of steam that turns the turbine and 
finally the radioactive uranium bundle that heats water into steam.  
 
The water in the reactor also serves as a coolant for the radioactive material, preventing it from 
overheating and melting down 
 

2.1.7.1 Water temperature  
 

● Climate impact 
 
The impact of water temperature is important for the cooling systems required by nuclear power 
plants. If water is too hot, the cooling system won’t be efficient and it could result in a decrease 
of power output, shutdown or even physical damage to the plant. 
 

• Summary of results 
 
When compiling all our references and establishing averages and ranges it emerges that an 
increase of water temperature (in ˚C) of [+1; +5; +10; +15-30] has a negative impact on efficiency 
of [0.12-0.16%; 0.76-1%; 1.52%; 2.27%]. For power output decrease, it is in the range of [0.39-
0.45%; 2.17%; 4.37%; 6.55%]. Also, we found that the summer capacity of a power plant 
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decreases by 6.3-19% in Europe and 4.4-16% in the US for an increase of water temperature of 
1.4-2.4˚C on average. 
 

● Results 
 
Ibrahim et al. (2014) estimated that when the cooling water inlet temperature increases by 1°C, 
5°C, 10° C, and (15–30°C), the thermal efficiency decreases by 0.16, 0.76, 1.52, and 2.27%, 
respectively.  
 
He also estimated that the variation of net power output with cooling water inlet temperature. 
An increase of water inlet temperature of 1°C, 5°C, 10°C, and 10–35°C corresponds to decrease 
in Wnet by 0.39293, 2.166, 4.3683, and 6.547%, respectively. 
 
Figure 19 presents the variation of thermal efficiency 𝜂𝜂th with cooling water inlet temperature 
𝑇𝑇cwi. Figure 20 presents the net power output Wnet variation with respect to the cooling water 
inlet temperature 𝑇𝑇cwi. 
 

  
 
In another article, Van Vilet et al. (2012) estimated water temperature impact related to Nuclear 
power plants close to river flows. The performance of the modelling framework was tested for 
the historical period 1971–2000. Observed daily series of river flow and water temperature for 
1,267 river discharge stations and 240 water temperature monitoring stations were used to 
evaluate the quality of the simulations for Europe and North America. They calculated changes in 
daily water temperature for the 2040s and 2080s. 
 
The overall projected increase in mean summer (21 June–20 September) water temperatures is 
0.7–0.9 (1.4–2.4 ˚C) for the US and 0.8–1.0 (1.4–2.3) ˚C for EU. This implies a summer average 

Figure 19 Thermal efficiency vs. water 
temperature 

Figure 20 Net power output vs. water 
temperature 
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decrease in capacity of power plants of 6.3–19% in Europe and 4.4–16% in the United States 
depending on cooling system type and climate scenario for 2031–2060. In addition, probabilities 
of extreme (>90%) reductions in thermoelectric power production will on average increase by a 
factor of three. 
 
Additional information was provided by Durmayaz and Sogut (2006) who stipulated that the 
impact of 1˚C increase in temperature of the coolant extracted from environment is predicted to 
yield a decrease of ~0.45 and ~0.12% in the power output and the thermal efficiency of the 
pressurized-water reactor nuclear-power plant considered, respectively. 
 
In a report from the European Commission (2011), it is indicated that an increase of 5 (K) of water 
temperature would decrease nuclear powerplant efficiency by 1%. 
 
Finally, Attia (2015) in a study on the Mediterranean region arrived at the conclusion that an 
increase of one degree Celsius in temperature of the coolant extracted from environment is 
forecasted to decrease by 0.444% and 0.152% in the power output and the thermal efficiency of 
the nuclear-power plant considered. 
 

● Methodology 
 
Several equations could be derived from the examples listed above. Durmayaz and Sogut (2006) 
provide one example, presented in (see Figure 21).  

 
Considerations for integration in the CDS toolbox 

Water quantity indicators for Europe 
 

2.1.7.2 Air temperature 
 

● Climate impact 
 

Ambient temperature is linked with water temperature and hence the cooling system efficiency.  

Figure 21 Impact of cooling seawater temperature on thermal efficiency and power output 
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A warmer climate may result in lower thermal efficiency and reduced load—including 
shutdowns—in thermal power plants. 
 

• Summary of results 
 
An increase of 1˚C results in the reduction in efficiency of a nuclear power plant of 0.2425% on 
average (0.27 (x1 article), 0.1 (x2), and 0.5 (x 1)). We also have an article with two different 
scenarios for an increase of temperature of 1˚C: When ambient temperature is 0˚C or 20˚C, the 
impact is of 0.7% and 2.3% decrease in output respectively. 
 

● Results 
 
In France, Rousseau (2013) estimated that the average loss in electrical output is 0.32% per 
increase of one degree in air temperature, with a wide difference between reactors. This average 
is 0.27% for the 16 median reactors. 
 
In a report from the European Commission (2011) it is stated that for air temperature (cooling 
towers), an increase in 1(K) air temperature will result in a reduction of 0.1% in efficiency. 
 
In a more general study across Europe, Linnerud et al. (2011) showed that a rise in temperature 
of 1˚C reduces the supply of nuclear power by about 0.5% through its effect on thermal efficiency. 
During droughts and heat waves, the production loss may exceed 2.0% ˚C because power plant 
cooling systems are constrained by physical laws, regulations and access to cooling water. 
When the monthly ambient temperature increases with 1˚C, nuclear power plant production is 
on average reduced with 0.7 percent for temperatures around 0˚C and 2.3 percent for 
temperatures around 20˚C. 
 
A study led by Lise and van der Laan (2015) provides estimated costs and efficiency changes due 
to various climate variables. Here are some results displayed in Figure 22 from the article: 
 
Figure 22 – Climate change effect on power generation and investment need for different technologies 

 
 
 
Considerations for integration in the CDS toolbox 
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- ERA5-Land monthly averaged data from 1981 to present 
- ERA5 (present) and CMIP5 (future) 2m air temperature 
 

2.1.8 Geothermal Power 
 
Power plants produce geothermal energy by utilizing geothermal dry steam or geothermal hot 
water accessed by digging wells. Dry steam or hot water is brought to the surface through pipes 
and processed into electricity in the power plant. 
 
Dry steam geothermal power plants use steam that is brought from below the earth's surface 
through pipes, directly to the power plants turbines. 
 
Flash steam geothermal power plants use hot water that is brought from below the earth's 
surface. The hot water is sprayed into a tank and creates steam. 
 
Binary-cycle geothermal plants use moderate temperature water from a geothermal source and 
combine it with another chemical to create steam. The steam powers the turbine that drives the 
generator to create electricity (Kivi, 2017). 
 

2.1.8.1 Air temperature 
 

● Climate impact 
 
Higher temperatures have a negative impact on efficiency of the geothermal power plants to cool 
down the system. 
 

• Summary of results 
 
Power output will decrease by about 1% for each 0.56˚C (1˚F) increase in air temperature 
 

● Results 
 
In an article published by the US Department of Energy it is indicated that climate change could 
affect geothermal energy production in the same way that higher temperatures reduce the 
efficiency of fossil-fuel-boiler electric turbines (Wilbanks, et al., 2008). On the other hand, there 
is no recent research on other potential impacts in this sector due to climate change. For a typical 
air-cooled binary cycle geothermal plant with a 330°F resource, power output will decrease about 
1% for each 1°F rise in air temperature.  
 
Considerations for integration in the CDS toolbox 

ERA5-Land monthly averaged data from 1981 to present 
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2.1.9 Power Grid Efficiency 
 
The power grid is the network providing electricity from power plants to consumers. This is 
represented by power lines, alternators, cables, etc. 
Weather can have an impact on these infrastructures, resulting in power shutdown or loss of 
efficiency. When efficiency drops, power plants will have to produce more electricity in order to 
meet consumer demand.  
Climate hazards such as earthquakes, storms, and lightning can create physical damage that will 
result in a need of replacing or repairing the infrastructure. Climate drivers such as wind, 
precipitation and mainly temperature, can affect directly the components such as the cables, 
resulting in loss of efficiency. 
 

2.1.9.1 Temperature 
 

• Climate risk 
 
As mentioned above, extreme changes in temperature affect the physical properties of the 
infrastructures, such as cables, resulting in higher losses. 
 

• Summary of results 
 
For transformers, for each 1˚C increase in temperature there is a 1% reduction in efficiency. 
For the overall network, for each 1˚C increase there’s also a decrease of 1% on output capacity 
and furthermore, for each supplementary 3˚C increase, for an initial network with 8% initial 
losses, there’s a 1% loss in output.  
One study assessed carbon emissions scenarios RCP 2.6, 4.5 and 8.5 impact on transmission 
capacity that decreases by 1.9-3.9%, 2.2-4.3% and 3.6-5.8% respectively. 
 
 

• Results 
 
In a report made by the European Commission (2011), we learn that the maximum temperature 
at which the electrical network is bounded is, in general, 80˚C at the conductor surface. Naturally, 
when the temperature rises, network capacity declines as the resistance of metals increases and 
the system reaches its maximum operating temperature sooner. The capacity of transformers, 
for example, can decrease by up to 1% for each 1°C (Kumpulainen, et al., 2007 ). Similarly, the 
resistance of copper lines increases by approximately 0.4% for each 1°C. Altogether, network 
capacity falls by around 1 percent for each for each 1°C of temperature increase. In addition, 
network losses can increase by 1% if temperature increases by 3°C, in a network with initial losses 
of 8% (IEA, 2008). Cables sag with higher temperatures, it is said that the extent of sagging 
depends on the conductor material; the span width and other environmental conditions like 
wind-speed. For conventional aluminum cables it is approximately 4.5 cm per 1°C rise at the 
conductor surface with a threshold of 50˚C. 
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Bartos et al. (2016) present a case study in the US on the ambient temperature effect on electric 
transmission capacity. They found out that by mid-century (2040–2060), rising air temperatures 
may reduce summertime transmission capacity by 1.9%–5.8% on average, relative to the 1990–
2010 reference period (with the range of impacts being dependent on GCM model and RCP 
scenario selection).  
They also investigated 3 scenarios and stipulated that by mid-century, average transmission 
capacity reductions range from 1.9%–3.9% under the lowest carbon concentration scenario (RCP 
2.6), to 2.2%–4.3% under the medium carbon concentration scenario (RCP 4.5), to 3.6%–5.8% 
under the highest carbon concentration scenario (RCP 8.5) 
 
On a website section, from Drax, a company specialized in the electricity sector, we can read that 
when ambient temperatures rise, the ceiling gets lower and their efficiency drops – about 1% for 
every one degree Celsius gain in temperature. At scale, this can have a significant effect: overall, 
grids can lose about 1% in efficiency for every three degrees hotter it gets. (Drax, 2017) 
 

2.2 Integration of literature review with the CDS dataset  
 
As indicated in the Introduction, a subset of the indicators and equations presented above have 
been integrated in the CDS toolbox. We have (i) reviewed the equations to determine their 
usefulness for SAVi, (ii) assessed what data requirements for each of the equations is available in 
the Copernicus database, to be accessed via the CDS API (iii) created indicators for climate 
variables that are relevant for the equations selected, which involves additional processing 
offline.  
 
The code to download and create the indicators is detailed in Annex I. 
The demonstration app in the CDS Toolbox is available at these links:  

• Source code: https://cds.climate.copernicus.eu/toolbox-editor/27053/iisd-demo 
• App: https://cds.climate.copernicus.eu/apps/27053/iisd-demo 

 
Scientific considerations 
In all asset classes we used a systematic approach. We focused on climate variables that are 
available in two datasets: ERA5 for past reanalysis data (year 1979 to 2019) and CMIP5 for future 
projections (2006 to 2100, but also including historical simulation from 1979 to 2005). The 
datasets differ in various ways including model formulation, time-step and available variables. For 
some variables harmonization was necessary, such as conversion of units of measure, as indicated 
below. ERA5 is a more detailed dataset, and integrates climate observations, whereas CMIP5 is a 
coarser dataset specifically intended to test the effect of human activities on the climate, useful 
for long-term projections but less precise for past and present-days. To make CMIP5 data more 
useful, were corrected it so that monthly mean over the historical period (1979-2019) matches 
ERA5. This is a typical operation commonly called bias-correction. The CMIP5 dataset provides 
climate variables for various models and future climate scenarios. In this work we use four climate 
models IPSL CM5A MR, BNU ESM, CSIRO MK3 6.0 and MPI ESM MR) and two climate scenarios 

http://columbiaclimatelaw.com/files/2016/06/Aivalioti-2015-01-Electricity-Sector-Adaptation-to-Heat-Waves.pdf
http://columbiaclimatelaw.com/files/2016/06/Aivalioti-2015-01-Electricity-Sector-Adaptation-to-Heat-Waves.pdf
http://columbiaclimatelaw.com/files/2016/06/Aivalioti-2015-01-Electricity-Sector-Adaptation-to-Heat-Waves.pdf
https://cds.climate.copernicus.eu/apps/27053/iisd-demo
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(RCP 8.5 for a fossil-fuel intensive, high-emission scenario, and RCP 4.5 for mitigation scenario 
with CO2 emissions peaking in 2040). We thus have 9 versions of each climate indicator (1 ERA5 
and 8 CMIP5). Using different climate models and scenarios is useful to asset the robustness of 
the results. To perform a full uncertainty analysis, SAVi simulations should be performed for each 
of the versions, and statistics like mean or range should be calculated on SAVi results, rather than 
the other way around (we do not recommend using the mean of across models before reading 
into SAVi). Alternatively, If only one climate scenario should be used, we recommend using RCP 
8.5, with IPSL CM5A MR as default climate model. We recommend to always compare with ERA5 
simulation, which shall be considered a reference dataset for the past period.   
 
App design considerations 
The data is retrieved via the CDS API for all practical purposes, but a demonstration app was also 
developed for the following indicators: “temperature_2m”, “precipitation”, “runoff”, 
“evaporation”, “10m_wind_speed”.  
 

2.2.1 Wind technology 
 
Datasets: 

• ERA5 monthly data on single level:  
o 10 m wind speed 
o 100 m wind speed (from u and v component) 

• CMIP5 monthly data on single level:  
o 10 m wind speed 

 
Indicators created: 

• 10 m wind speed:  
o Units: m/s 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 

• 100 m wind speed:  
o Units: m/s 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o CMIP5 10m wind speed was scaled by 1.65 as first order harmonization with 

ERA5 100m (see additional information below). 
 
Additional information: 
In addition to 10-m wind speed, we use wind speed at 100 m from ERA5, as it represents more 
accurately the wind experienced by large turbines, unaffected by the boundary layer. For future 
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projections, we use CMIP5, 10-m wind speed, which we scale to match ERA5 100-m during the 
period of overlap (1979 to 2019, which resulted in a scaling coefficient of 1.65 for an example 
location) 
 
Before use, wind data must be corrected to match the appropriate height based on methods 
listed in the review (Davy, Gnatiuk, Pettersson, & Bobylev, 2018).  

 

2.2.2 Wave technology 
 
See 10-m wind speed and 100-m wind speed above 
 

2.2.3 Solar technology 
 
Datasets: 

• ERA5 monthly data on single level:  
o 'mean_surface_downward_short_wave_radiation_flux' 

 Note: another variable 'surface_solar_radiation_downwards' was also 
available but expressed in J/m2 (cumulative) that is why we opted for the 
above variable as we prefer mean flux W/m2 

o “2-m air temperature” 
o “10-m wind speed” 

• CMIP5 monthly data on single level:  
o 'surface_solar_radiation_downwards' 
o “2-m air temperature” 
o “10-m wind speed” 

 
Indicator created: 

• Solar radiation:  
o Units: W/m2 
o Frequency: monthly 
o ERA5  and CMIP5 versions 
o Note this variable already integrates cloud cover, so we do not provide the cloud 

cover variable here. 
• Air temperature:  

o Units: degrees Celsius 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o Note: converted from Kelvin to degrees Celsius 

• 10 m wind speed:  
o Units: m/s 
o Frequency: monthly  
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o Versions: ERA5 and CMIP5 
o Not yet implemented 

 
Additional information 
Dust and ashes data were not considered specifically, though they should be accounted for in 
“solar radiation” indicator as CMIP5 models typically include a component for dust and volcano 
eruption (the latter only in the historical period). 
 

2.2.4 Hydropower 
 
Datasets: 

• ERA5 monthly data on single level: “Mean total precipitation rate” 
• CMIP5 monthly data on single level: “Mean precipitation flux“  

 
Indicators created: 

• Precipitation:  
o Units: mm per month 
o Frequency: monthly 

 
Additional information 
Precipitation changes shall be used here as proxy for river discharge changes in hydropower 
equations. We decided to use precipitation data instead of specific products for river discharge 
estimation because this is the only variable that is available 1) globally and 2) for past and future. 
In particular, we decided against the following datasets: 

• “River discharge and related historical data from the Global Flood Awareness System”: 
available globally but only until present. 

• “Water quantity indicators for Europe”: available for future but only in Europe. 
 
More detailed information about precipitation variable in ERA5/CMIP5 can be found in the road 
asset (“road runoff”). 
 

2.2.5 Gas power 
 
Datasets: 

• ERA5 monthly data on single level:  
o “2-m air temperature” 
o “2m dewpoint temperature” 

• CMIP5 monthly data on single level:  
o “2-m air temperature” 
o “near_surface_relative_humidity” 
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Indicators created: 
• Air temperature:  

o Units: degrees Celsius 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o Note: converted from Kelvin to degrees Celsius 

 
• Relative humidity 

o Units: % 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o Method: available out-of-the-box for CMIP5, not for ERA5. For ERA5, we calculated 

relative humidity from 2-m temperature T and 2-m dewpoint temperature TD 
(both in degrees Celsius) with the thermodynamic formula 
 100*(exp((17.625*TD)/(243.04+TD))/exp((17.625*T)/(243.04+T))) 

 

2.2.6 Coal power 
 
Datasets:  

• Same as for gas power generation 
 

Indicator created: 
 

• Air temperature  
o Same as for gas power generation 

• Relative humidity  
o Same as for gas power generation 

 

2.2.7 Nuclear power 
 
Datasets: 

• ERA5 monthly data on single level:  
o “2-m air temperature” 
o “Mean total precipitation rate” 

• CMIP5 monthly data on single level:  
o “2-m air temperature” 
o “Mean precipitation flux“ 

 
Indicators created: 

• Air temperature:  
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o Units: degrees Celsius 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o Note: converted from Kelvin to degrees Celsius 

• Precipitation:  
o Units: mm per month 
o Frequency: monthly 

 
Additional information 
Some equations investigated in this section take river temperature as input. However, river 
temperature was not available as global datasets, as far as we could tell. In particular, we decided 
not to use the following dataset: 

• “Water quality indicators for European rivers”: only available for Europe 
 
As a result, we suggest that river temperature can be derived from air temperature and 
precipitation. Additional research must be done to find a useful model formulation.  
 
One indicator in the literature review was based on sea water temperature (for plants using sea 
water as cooling source). As none of the use cases are located at the sea, nor relate to such plant, 
we did not include sea surface temperature as climate indicator here. 
 

2.2.8 Geothermal power 
 
Datasets: 

• ERA5 monthly data on single level: “2-m air temperature” 
• CMIP5 monthly data on single level: “2-m air temperature” 
 

Indicators created: 
• Air temperature:  

o Units: degrees Celsius 
o Frequency: monthly 
o Versions: ERA5 and CMIP5 
o Note: converted from Kelvin to degrees Celsius 

 

2.3 Integration of climate indicators into the SAVi energy model 

Figure 23 presents the CLD for the SAVi Energy model. Climate-related variables and parameters 
developed for and extracted from the CDS toolbox are illustrated in pink. Energy-related climate 
indicators developed in the CDS toolbox include impacts on the efficiency of thermal and 
renewable power generation assets as well as temperature-related impacts on grid efficiency. 
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Figure 23 Causal Loop Diagram for the energy sector - CDS variables included 

 

The impact of climate variables on power generation efficiency vary between thermal and 
renewable power plants. Thermal efficiency is reflected in the load factor of generation assets 
and determines the electricity yield given the amount of inputs (fossil fuels) used, technological 
specifications of the plant and location. The thermal efficiency indicator is calculated based on 
outside temperature and affects electricity generation output, based on the extent to which an 
asset is affected by outside temperatures. In the case of coal, gas, and nuclear, reductions in 
generation efficiency were observed as outside temperatures increased.  In addition to fossil fuel 
generation, the efficiency of biomass technologies is also affected by temperature, using heat-
based technologies. 

Renewable power generation potential depends on the availability of ‘inputs’ required for 
renewable power generation. Climate impacts on renewable generation are technology specific. 
Inputs for calculating this indicator include for example solar radiation, cloud cover and wind 
speed.  

Grid efficiency indicates the amount of electricity that is lost throughout the transmission process, 
commonly referred to as ‘transmission losses’. With increases in mean air temperature, the 
efficiency of the electricity grid declines. The grid effectiveness indicator developed for and 
extracted from the CDS provides information about current and future grid effectiveness, given 
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changes in temperature. The projections forecast grid-related transmission losses, which, in 
combination with impacts on generation efficiency and electricity demand, yields gross 
generation required. This can contribute to supporting the development of energy strategies and 
power generation projects. 

2.4 Behavioral impacts resulting from the integration of climate variables 

Power generation efficiency indicators developed for and obtained from the CDS toolbox cause 
seasonal fluctuations in electricity generation and transmission efficiency. Using these CDS 
indicators allows us to assess economic and environmental consequences emerging from changes 
in generation efficiency. 

A reduction in thermal generation efficiency leads to higher fuel use and hence higher generation 
cost. In case of a reduction in plant output, either total generation will decrease and generation 
will be lower, or the asset owners are forced to implement site-specific measures to maintain 
generation at the same level, or expand capacity. 

The efficiency of renewable generation uses climate data to forecast generation efficiency and 
hence indicates seasonal changes in power output of renewable generation assets. As a 
consequence, this indicator supports the site-specific feasibility assessment of different 
renewable generation technologies (e.g. revenue generation changes with seasons, affecting the 
potential cash flow and debt repayment). Specifically, since renewable energy sources (excluding 
biomass) do not rely on fuel inputs and have primarily fixed costs, the profitability of the asset is 
more predominantly affected by the fluctuations in generation. In other words, if generation 
declines, electricity sales decline as well and cause the return on investment to be lower 
compared to a no-climate scenario.  

2.5 Simulation results 

The results presented in this section consider seven different technologies with an annual 
generation of 4.89 million MWh in the context of Johannesburg, South Africa. Information 
concerning technology types and their baseline load factor are provided in Table 2. This analysis 
assumes that all technologies are established in 2020 and produce electricity between 2022 and 
21005.  

 Coal  Gas Nuclear Biomass Hydro Solar Wind 

Capacity 630.0 1,116.9 620.5 797.8 1,329.6 2,252.7 1,583.8 

Load 
factor 88.6% 50.0% 90.0% 70.0% 56.4% 24.8% 35.3% 

 
5 Capacity lifetime varies by technology, which indicates that reinvestments would be required to maintain 
the installed capacity level over 80 years. The presented simulation serves for illustration purposes and 
does not reconsider reinvestment in capacity.  
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Table 2: Installed capacity and load factor 

Three CDS-based impacts were integrated into the SAVi Energy model: (1) climate impacts on load 
factor, (2) effect of temperature on thermal efficiency, and (3) effect of temperature on 
transmission line efficiency.  

2.5.1 Climate impacts on load factor 

Weather conditions and changes therein affect the degree to which capacity can be utilized to 
produce electricity. Furthermore, different technologies are impacted by different climate 
variables and to a different extent. While thermal generators depend on cold water for cooling 
purposes, the load factor of renewables depends on the availability of the respective input to the 
energy production process (e.g. water, wind speed, solar radiation) and impacts related to 
technological constraints (e.g. impact of temperature on the efficiency of solar panels). 

The equations used for the integration of climate impacts on the load factor of the different 
technologies are listed in Table 3. 

Technology Equation Reference 
Coal IF THEN ELSE ( seasonal temperature > 

THRESHOLD TEMPERATURE FOR THE 
OPERATION OF POWER PLANTS, ((2/52) + 
(2/52) * (temperature relative to threshold - 
1) ^ ELASTICITY OF LOAD FACTOR FOR 
EXCEEDING THE THRESHOLD LIMIT) ,1) 

Based on (U.S. DoE, 2013)  
Gas 
Nuclear 
Biomass 

Hydro Mean annual precipitationt+n / Mean annual 
precipitationt0 

Based on (Wilbanks, et al., 
2008) 

Solar 1 - IF THEN ELSE ( Mean annual temperature 
> Temperature threshold for optimal 
functioning, (Mean annual temperature - 
Temperature threshold for optimal 
functioning) * 0.01, 0) 

Based on (Panagea, Tsanis, 
Koutroulis, & Grillakis, 2014) 
  

Wind Effect of relative wind speed on load 
factor(Monthly wind speedtn / Mean monthly 
wind speedt1-5) 

Based on (Harrison & 
Wallace, 2005) 

Table 3: Climate impacts on load factor by generation technology 

Table 4 presents the average load factor and climate impacts for the context of Johannesburg for 
each decade between 2020 and 2100 by technology6.  

  

 
6 The temperature thresholds for thermal generation and solar power were artificially reduced to show 
impacts in the context of Johannesburg. The threshold for thermal power plants was reduced from 35°C 
to 27°C and the threshold for solar power from 25°C to 15°C.  
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Load factor by technology 
2020-
2030 

2030-
2040 

2040-
2050 

2050-
2060 

2060-
2070 

2070-
2080 

2080-
2090 

2090-
2100 

Coal                  

Initial load factor 88.64% 88.64% 88.64% 88.64% 88.64% 88.64% 88.64% 88.64% 
Climate impacts on 
load factor  0.00% 0.00% 0.00% -0.68% -2.05% -9.56% -12.97% -27.99% 

Real load factor 88.64% 88.64% 88.64% 87.96% 86.59% 79.08% 75.67% 60.65% 

Gas                 

Initial load factor 50.00% 50.00% 50.00% 50.00% 50.00% 50.00% 50.00% 50.00% 
Climate impacts on 
load factor  0.00% 0.00% 0.00% -0.39% -1.16% -5.39% -7.32% -15.79% 

Real load factor 50.00% 50.00% 50.00% 49.61% 48.84% 44.61% 42.68% 34.21% 

Nuclear                 

Initial load factor 90.00% 90.00% 90.00% 90.00% 90.00% 90.00% 90.00% 90.00% 
Climate impacts on 
load factor  0.00% 0.00% 0.00% -0.69% -2.08% -9.71% -13.17% -28.42% 

Real load factor 90.00% 90.00% 90.00% 89.31% 87.92% 80.29% 76.83% 61.58% 

Hydropower                 

Initial load factor 56.35% 56.35% 56.35% 56.35% 56.35% 56.35% 56.35% 56.35% 
Historical weather 
impacts on load 
factor 

14.35% 14.35% 14.35% 14.35% 14.35% 14.35% 14.35% 14.35% 

Climate impacts on 
load factor  -1.21% -0.56% -4.23% -2.97% -2.69% -4.03% -5.36% -8.00% 

Real load factor 40.79% 41.44% 37.77% 39.03% 39.31% 37.97% 36.64% 34.00% 

Solar                  

Initial load factor 24.79% 24.79% 24.79% 24.79% 24.79% 24.79% 24.79% 24.79% 
Climate impacts on 
load factor  -0.80% -0.91% -1.13% -1.23% -1.29% -1.58% -1.73% -1.95% 

Real load factor 23.99% 23.88% 23.66% 23.56% 23.50% 23.21% 23.06% 22.84% 

Wind                 

Initial load factor 35.26% 35.26% 35.26% 35.26% 35.26% 35.26% 35.26% 35.26% 
Climate impacts on 
load factor  2.41% 3.22% 3.40% 3.14% 3.89% 4.34% 4.00% 4.53% 

Real load factor 37.67% 38.48% 38.66% 38.40% 39.15% 39.60% 39.26% 39.79% 

Table 4: Load factor and climate impacts by technology 

The results indicate significant reductions in the load factor for thermal producers. For illustration 
purposes, the temperature threshold for potential shutdowns was set to 25°C. With a projected 
maximum annual temperature in Johannesburg is 30°C (Climate scenario: IPSL RCP8.5), impacts 
on thermal generation are forecasted to start occurring between 2050 and 2060, and increase in 
severity until 2100.  

For renewable capacity, the results indicate a decline in load factor for hydropower and solar 
generation, while wind shows an increase in the load factor for wind power. In the case of 
hydropower, the decline in load factor is caused by the forecasted decline in precipitation for 
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Johannesburg. Lower precipitation reduces water availability for hydropower generation and 
consequently reduces the potential for hydropower-based electricity generation. For solar 
powered generation, impacts are throughout the simulation, with an absolute decline of 1.15% 
by 2100 compared to 2020. This is because the seasonal temperature exceeds the temperature 
threshold for optimal functioning until the last decade (2090-2100). Wind powered generation 
benefits from higher wind speeds in the future, which increase the load factor on average by 4.5% 
by 2100.  

2.5.1.1 Economic implications of load factor impacts 

Table 5 presents the integrated CBA assessing the economic consequences of climate-related 
impacts on the load factor. The reduction in load factor has implications for the amount of 
electricity that can be produced with each technology, which translates into direct impacts on 
revenues and profits.  

Between 2020 and 2100, a net reduction between 5.15% and 8.54% in cumulative revenues is 
observed for all technologies as a consequence of lower capacity utilization. The only exception 
is onshore wind for which results indicate an increase of 9.88% in cumulative revenues. 
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Technology Coal  Gas Nuclear Biomass 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts vs 
no impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts vs 
no impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Investment and cost                         

Capital Cost 17.5 17.5 0.0% 11.3 11.3 0.0% 36.6 36.6 0.0% 24.6 24.6 0.0% 

O&M Cost 42.5 42.5 0.0% 25.5 25.5 0.0% 99.2 99.2 0.0% 64.1 64.1 0.0% 

Fuel Cost 94.4 102.3 -7.7% 201.4 218.4 -7.7% 0.0 0.0 0.0% 7.6 7.6 0.0% 

Transitional Risk                          

Carbon Tax 51.7 56.0 -7.7% 13.0 14.1 -7.7% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 206.1 218.4 -5.6% 251.3 269.3 -6.7% 135.8 135.8 0.0% 96.2 96.2 0.0% 

                          

Externalities                         

Social Cost of Carbon 196.85 213.36 -7.7% 49.96 54.12 -7.7% 0.27 0.27 0.0% 0.31 0.31 0.0% 

Wastewater treatment cost 6.73 7.29 -7.7% 14.20 15.40 -7.7% 37.38 40.52 -7.7% 22.43 24.31 -7.7% 

Cost of ash disposal 48.66 52.74 -7.7% 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 3.29 3.29 0.0% 1.58 1.58 0.0% 0.03 0.03 0.0% 5.24 5.24 0.0% 

(2) Total externalities 255.5 276.7 -7.7% 65.7 71.1 -7.5% 37.7 40.8 -7.7% 28.0 29.9 -6.3% 

(1) + (2) Total cost and externalities 513.3 551.1 -6.9% 330.1 354.6 -6.9% 173.5 176.6 -1.8% 124.2 126.1 -1.5% 

(3) Revenues from electricity generation 283.5 307.3 -7.7% 283.5 307.3 -7.7% 283.5 307.3 -7.7% 283.5 307.3 -7.7% 

(1) - (3) Cost minus revenues -77.34 -88.88 -13.0% -32.12 -37.92 -15.3% -147.63 -171.44 -13.9% -187.23 -211.04 -11.3% 

(1) + (2) - (3) Net societal cost of power 
generation 229.9 243.8 -5.7% 46.6 47.3 -1.4% -110.0 -130.6 -15.8% -159.3 -181.2 -12.1% 

Table 5: Integrated cost benefit analysis impact on load factor in billion ZAR – Thermal generators 
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Technology Hydropower Solar Wind (onshore) 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Investment and cost                   

Capital Cost 21.0 21.0 0.0% 35.2 35.2 0.0% 26.7 26.7 0.0% 

O&M Cost 30.4 30.4 0.0% 27.0 27.0 0.0% 54.8 54.8 0.0% 

Fuel Cost 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

Transitional Risk                    

Carbon Tax 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 51.3 51.3 0.0% 62.2 62.2 0.0% 81.5 81.5 0.0% 

                    

Externalities                   

Social Cost of Carbon 0.21 0.21 0.0% 0.52 0.52 0.0% 0.51 0.51 0.0% 

Wastewater treatment cost 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Cost of ash disposal 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

(2) Total externalities 0.2 0.2 0.0% 0.5 0.5 0.0% 0.5 0.5 0.0% 

(1) + (2) Total cost and externalities 51.6 51.6 0.0% 62.8 62.8 0.0% 82.0 82.0 0.0% 

(3) Revenues from electricity generation 279.9 307.3 -8.9% 290.6 307.3 -5.4% 338.9 307.3 10.3% 

(1) - (3) Cost minus revenues -228.59 -255.92 -10.7% -228.35 -245.03 -6.8% -257.39 -225.76 14.0% 

(1) + (2) - (3) Net societal cost of power 
generation -228.4 -255.7 -10.7% -227.8 -244.5 -6.8% -256.9 -225.3 14.0% 

Table 5 continued: Integrated cost benefit analysis impact on load factor in billion ZAR – Renewable 
generators 
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2.5.2 Climate impacts on thermal efficiency 

Studies suggest that, as temperatures rise, the conversion efficiency of thermal power plants will 
decline. For this assessment, we assume that generators can maintain the same level of output, 
however need to use additional fuel to maintain the desired generation.  

Temperature impacts on power generation efficiency only apply to thermal generators and are 
related to the optimal operation conditions determined by the respective technology. The 
equations used for each thermal technology are presented in Table 6.  

Technology Equation Reference 
Coal Impact = 1-IF THEN ELSE ( Tair>Threshold for 

optimal functioning, (Tair-Threshold for 
optimal functioning)*0.038, 0) 

Based on (Bhattacharya & 
Sengupta, 2016) 

Gas Impact = 1 - ((T - 2.76) * 0.21)/100 Based on (Maulbetsch & Di 
Filippo, 2006) 

Nuclear Impact = 1-IF THEN ELSE ( Tair>Threshold for 
optimal functioning, (Tair-Threshold for 
optimal functioning)*0.005, 0) 

Based on (U.S. DoE, 2013) 

Table 6: Climate impacts on thermal efficiency by generation technology 

Based on the above, climate change related impacts on thermal efficiency causes producers to 
use more fuel, and hence incur higher costs, compared to the no climate scenario. The projected 
fuel use for coal and gas power generation is indicated in Figure 24 for illustration purposes.  

  
Figure 24: Fuel use for coal and gas powered generation with and without climate impacts 

The reduction in efficiency causes thermal producers to incur higher average fuel costs with each 
decade. The impacts on the fuel expenditure for coal and gas powered power plants are 
presented in Table 7. 
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Technology 2022-2030 2030-2040 2040-2050 2050-2060 2060-2070 2070-2080 2080-2090 2090-2100 

Coal 15.5% 18.1% 23.8% 26.4% 28.1% 37.5% 42.0% 50.7% 

Gas 3.1% 3.2% 3.4% 3.6% 3.7% 4.0% 4.2% 4.4% 
Table 7: Fuel use CDS climate impact scenario relative to the no climate impacts scenario 

2.5.2.1 Economic implications of thermal efficiency impacts 

The integrated CBA for the impacts on thermal efficiency is presented in Table 8. Climate impacts 
on thermal efficiency are reflected in higher fuel costs for fossil-fuel based producers. 
Consequently, all externalities related to fuel use such as social cost of carbon or the cost of fly 
ash disposal increase proportionally with the use of fuel. As the tables show, there are no impacts 
on renewable power generation. Compared to the no impact scenario, there are no changes in 
capital cost or power generation related externalities. 
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Technology Coal  Gas Nuclear Biomass 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Investment and cost                         

Capital Cost 17.5 17.5 0.0% 11.3 11.3 0.0% 36.6 36.6 0.0% 24.6 24.6 0.0% 

O&M Cost 42.5 42.5 0.0% 25.5 25.5 0.0% 99.2 99.2 0.0% 64.1 64.1 0.0% 

Fuel Cost 133.9 102.3 30.9% 226.5 218.4 3.7% 0.0 0.0 0.0% 7.6 7.6 0.0% 

Transitional Risk                          

Carbon Tax 73.3 56.0 30.9% 14.6 14.1 3.7% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 267.3 218.4 22.4% 278.0 269.3 3.2% 135.8 135.8 0.0% 96.2 96.2 0.0% 

                          

Externalities                         

Social Cost of Carbon 279.13 213.36 30.8% 56.12 54.12 3.7% 0.27 0.27 0.0% 0.31 0.31 0.0% 

Wastewater treatment cost 9.54 7.29 30.9% 15.97 15.40 3.7% 41.67 40.52 2.8% 24.31 24.31 0.0% 

Cost of ash disposal 69.02 52.74 30.9% 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 4.31 3.29 30.9% 1.64 1.58 3.7% 0.03 0.03 2.8% 5.24 5.24 0.0% 

(2) Total externalities 362.0 276.7 30.8% 73.7 71.1 3.7% 42.0 40.8 2.8% 29.9 29.9 0.0% 

(1) + (2) Total cost and externalities 702.6 551.1 27.5% 366.4 354.6 3.3% 177.8 176.6 0.6% 126.1 126.1 0.0% 

(3) Revenues from electricity generation 307.3 307.3 0.0% 307.3 307.3 0.0% 307.3 307.3 0.0% 307.3 307.3 0.0% 

(1) - (3) Cost minus revenues -40.01 -88.88 -55.0% -29.24 -37.92 -22.9% -171.44 -171.44 0.0% -211.04 -211.04 0.0% 

(1) + (2) - (3) Net societal cost of power 
generation 395.3 243.8 62.1% 59.1 47.3 25.0% -129.5 -130.6 -0.9% -181.2 -181.2 0.0% 

Table 8: Integrated CBA for climate impacts on thermal efficiency in billion ZAR 
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Technology Hydropower Solar Wind (onshore) 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts vs 
no impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts vs 
no impacts 

Investment and cost                   

Capital Cost 21.0 21.0 0.0% 35.2 35.2 0.0% 26.7 26.7 0.0% 

O&M Cost 30.4 30.4 0.0% 27.0 27.0 0.0% 54.8 54.8 0.0% 

Fuel Cost 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

Transitional Risk           

Carbon Tax 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 51.3 51.3 0.0% 62.2 62.2 0.0% 81.5 81.5 0.0% 

           

Externalities          

Social Cost of Carbon 0.00 0.00 0.0% 0.52 0.52 0.0% 0.51 0.51 0.0% 

Wastewater treatment cost 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Cost of ash disposal 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

(2) Total externalities 0.0 0.0 0.0% 0.5 0.5 0.0% 0.5 0.5 0.0% 

(1) + (2) Total cost and externalities 51.3 51.3 0.0% 62.8 62.8 0.0% 82.0 82.0 0.0% 

(3) Revenues from electricity generation 307.3 307.3 0.0% 307.3 307.3 0.0% 307.3 307.3 0.0% 

(1) - (3) Cost minus revenues -255.92 -255.92 0.0% -245.03 -245.03 0.0% -225.76 -225.76 0.0% 

(1) + (2) - (3) Net societal cost of power 
generation 

-255.9 -255.9 0.0% -244.5 -244.5 0.0% -225.3 -225.3 0.0% 

 Table 8 continued: Integrated CBA for climate impacts on thermal efficiency in billion ZAR
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2.5.3 Climate impacts on transmission lines 

The conductivity of transmission lines is affected by the surrounding air temperature and 
decreases as summer air temperatures increase (U.S. DoE, 2013). As a consequence of reduced 
transmission efficiency, not all the electricity produced can be sold on the market. The impacts of 
transmission lines in the SAVi model are assumed to affect the revenues of power producers.  

According to the International Energy Agency (2008), a network with initial losses of 8% will see 
a 1% reduction in transmission efficiency for each 1°C increase in temperature relative to a 
reference temperature. This is equivalent to a 12.5% increase in grid losses per degree Celsius in 
additional air temperature. The formulation used for the climate impacts assumes a grid loss 
factor of 15%, and hence an increase in losses of 0.63% per 1°C (12.5% out of 15%). The following 
equation is used to determine the impacts of temperature changes in grid efficiency:  

Temperature impacts on grid efficiency = 1 - IF THEN ELSE ( Tair>Treference, (Tair-Treference) * 
0.0063, 0) 

The impacts are hence dependent on whether air temperature exceeds the reference 
temperature for the initial losses. 

The reduction in revenues is affected by the seasonality of temperature, as illustrated in Figure 
25. Since the generation of all assets is assumed equal in this assessment, revenues generated by 
coal power plants serves for illustration purposes.  

 
Figure 25: Impacts of grid efficiency on revenues from power generation 

For all producers, revenue generation in the no climate scenario averages ZAR 3.94 billion per 
year between 2022 and 2100. In the scenario including CDS climate impacts, average annual 
revenues are projected at ZAR 3.81 billion, which is 3.4% lower compared to the no climate 
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scenario. Cumulatively, the losses incurred from reduced grid efficiency total ZAR 10.42 billion 
between 2022 and 2100, which is equivalent to annual foregone revenues of ZAR 134 million per 
year on average.  

2.5.3.1 Economic implications of grid efficiency impacts 

The forecasted impacts of changes in grid efficiency on revenues from power generation between 
the no climate and climate impact scenarios is presented in Table 9. Aside from revenue 
generation, the changes in forecasted grid efficiency do not affect the operational costs of the 
power plants. Consequently, this effect changes the revenues from generators, which in turn 
affects profitability and the total societal cost of power generation.  
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Technology Coal  Gas Nuclear Biomass 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climat
e 

impact
s 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climat
e 

impact
s 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Investment and cost                         

Capital Cost 17.5 17.5 0.0% 11.3 11.3 0.0% 36.6 36.6 0.0% 24.6 24.6 0.0% 

O&M Cost 42.5 42.5 0.0% 25.5 25.5 0.0% 99.2 99.2 0.0% 64.1 64.1 0.0% 

Fuel Cost 102.3 102.3 0.0% 218.4 218.4 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

Transitional Risk                          

Carbon Tax 56.0 56.0 0.0% 14.1 14.1 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 218.4 218.4 0.0% 269.3 269.3 0.0% 135.8 135.8 0.0% 88.6 88.6 0.0% 

                          

Externalities                         

Social Cost of Carbon 213.36 213.36 0.0% 54.12 54.12 0.0% 0.27 0.27 0.0% 0.31 0.31 0.0% 

Wastewater treatment cost 7.29 7.29 0.0% 15.40 15.40 0.0% 40.52 40.52 0.0% 24.31 24.31 0.0% 

Cost of ash disposal 52.74 52.74 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 3.29 3.29 0.0% 1.58 1.58 0.0% 0.03 0.03 0.0% 5.24 5.24 0.0% 

(2) Total externalities 276.7 276.7 0.0% 71.1 71.1 0.0% 40.8 40.8 0.0% 29.9 29.9 0.0% 

(1) + (2) Total cost and externalities 551.1 551.1 0.0% 354.6 354.6 0.0% 176.6 176.6 0.0% 118.5 118.5 0.0% 

(3) Revenues from electricity generation 296.8 307.3 -3.4% 296.8 307.3 -3.4% 296.8 307.3 -3.4% 296.8 307.3 -3.4% 

(1) - (3) Cost minus revenues -78.46 -88.88 -11.7% -27.50 -37.92 -27.5% -
161.02 -171.44 -6.1% -208.20 -218.63 -4.8% 

(1) + (2) - (3) Net societal cost of power 
generation 254.3 243.8 4.3% 57.7 47.3 22.0% -120.2 -130.6 -8.0% -178.3 -188.8 -5.5% 

Table 9: Integrated CBA for climate impacts on transmission lines 
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Technology Hydropower Solar Wind (onshore) 

Scenario Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Climate 
impacts 

No 
climate 
impacts 

Impacts 
vs no 

impacts 

Investment and cost                   

Capital Cost 21.0 21.0 0.0% 35.2 35.2 0.0% 26.7 26.7 0.0% 

O&M Cost 30.4 30.4 0.0% 27.0 27.0 0.0% 54.8 54.8 0.0% 

Fuel Cost 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

Transitional Risk                    

Carbon Tax 0.0 0.0 0.0% 0.0 0.0 0.0% 0.0 0.0 0.0% 

(1) Total costs 51.3 51.3 0.0% 62.2 62.2 0.0% 81.5 81.5 0.0% 

                    

Externalities                   

Social Cost of Carbon 0.00 0.00 0.0% 0.52 0.52 0.0% 0.51 0.51 0.0% 

Wastewater treatment cost 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Cost of ash disposal 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

Health cost of air pollution 0.00 0.00 0.0% 0.00 0.00 0.0% 0.00 0.00 0.0% 

(2) Total externalities 0.0 0.0 0.0% 0.5 0.5 0.0% 0.5 0.5 0.0% 

(1) + (2) Total cost and externalities 51.3 51.3 0.0% 62.8 62.8 0.0% 82.0 82.0 0.0% 

(3) Revenues from electricity generation 296.8 307.3 -3.4% 296.8 307.3 -3.4% 296.8 307.3 -3.4% 

(1) - (3) Cost minus revenues -245.49 -255.92 -4.1% -234.60 -245.03 -4.3% -215.34 -225.76 -4.6% 

(1) + (2) - (3) Net societal cost of power 
generation -245.5 -255.9 -4.1% -234.1 -244.5 -4.3% -214.8 -225.3 -4.6% 

Table 9 continued: Integrated CBA for climate impacts on transmission lines
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Annex I: Code for establishing the CDS Toolbox-SAVi link 

Code related to offline processing of CDS Toolbox and CDS API data for the C3S_428h_IISD-EU 
project. 

How does this code relate to the CDS API ? 

This code builds on the powerful CDS API but focuses on local impact analysis specific for the 
C3S_428h_IISD-EU project. It makes it easier to retrieve a time series for a specific location or 
region, and save the result to a CSV file (a simpler format than netCDF for most climate 
adaptation practitioners). Additionally, the code combines variables across multiple datasets, 
aggregate them into asset classes (such as all energy-related variables) and perform actions 
such as bias correction (use of ERA5 and CMIP5). 

Code available for download  

The easy way is to download the zipped archive: - latest (development): 
https://github.com/perrette/iisd-cdstoolbox/archive/master.zip - or check stable releases with 
description of changes: https://github.com/perrette/iisd-cdstoolbox/releases (see assets at the 
bottom of each release to download a zip version) 

The hacky way is to use git (only useful during development, for frequent updates, to avoid 
having to download and extract the archive every time):  

- First time: git clone https://github.com/perrette/iisd-cdstoolbox.git  

- Subsequent updates: git pull from inside the repository 

Installation steps 
- Download the code (see above) and inside the folder. 

- Install Python 3, ideally Anaconda Python which comes with pre-installed packages 

- Install the CDS API key: https://cds.climate.copernicus.eu/api-how-to  

- Install the CDS API client: pip install cdsapi 

- Install other dependencies: conda install --file requirements.txt or pip install -r 
requirements.txt 

- Optional dependency for coastlines on plots: conda install -c conda-forge cartopy or see 
docs 

- Optional dependency: CDO (might be needed later, experimental): conda install -c conda-
forge python-cdo 

Troubleshooting: - If install fails, you may need to go through the dependencies in 
requirements.txt one by one and try either pip install or conda install or other methods specific 
to that dependency. - In the examples that follow, if you have both python2 and python3 
installed, you might need to replace python with python3. 

https://github.com/perrette/iisd-cdstoolbox/archive/master.zip
https://github.com/perrette/iisd-cdstoolbox/releases
https://github.com/perrette/iisd-cdstoolbox.git
https://cds.climate.copernicus.eu/api-how-to
https://scitools.org.uk/cartopy/docs/latest/installing.html
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CDS API 

Download indicators associated with one asset class. 

Examples of use: 

python download.py --asset energy --location Welkenraedt  

The corresponding csv time series will be stored in indicators/welkenraedt/energy. Note 
that raw downloaded data from the CDS API (regional tiles in netcdf format, and csv for the 
required lon/lat, without any correction) are stored under download/ and can be re-used across 
multiple indicators. 

The indicators folder is organized by location, asset class, simulation set and indicator name. 
The aim is to provide multiple sets for SAVi simulation. For instance, era5 for past simulations, 
and various cmip5 versions for future simulations, that may vary with model and experiment. 
For instance the above command creates the folder structure (here a subset of all variables is 
shown): 

indicators/ 
  welkenraedt/ 
    energy/ 
      era5/ 
        2m_temperature.csv 
        precipitation.csv 
        ... 
      cmip5-ipsl_cm5a_mr-rcp_8_5/ 
        2m_temperature.csv 
        precipitation.csv 
        ... 
      ... 

with two simulation sets era5 and cmip5-ipsl_cm5a_mr-rcp_8_5. It is possible to specify 
other models and experiment via --model and --experiment parameters, to add further 
simulation sets and thus test how the choice of climate models and experiment affect the result 
of SAVi simulations. 

Compared to raw CDS API, some variables are renamed and scaled so that units match and are 
the same across simulation sets. For instance, temperature was adjusted from Kelvin to degree 
Celsius, and precipitation was renamed and units-adjusted into mm per month from original 
(mean_total_precipitation_rate (mm/s) in ERA5, and mean_precipitation_flux (mm/s) in 
CMIP5). Additionally, CMIP5 data is corrected so that climatological mean matches with ERA5 
data (climatology computed over 1979-2019 by default). 

Additionally to the files shown in the example folder listing above, figures can also be created 
for rapid control of the data, either for interactive viewing (--view-timeseries and --view-
region) or or saved as PNG files (--png-timeseries and --png-region), e.g. 



Copernicus Climate Change Service  

2019/C3S_428h_IISD-EU/SC1- Integration of climate data in the SAVi model Page 80 of 83 

python download.py --asset energy --location Welkenraedt --png-timeseries --
png-region 

Single indicators can be downloaded via: 

python download.py --indicator 2m_temperature --location Welkenraedt 

The choices available for --indicator , --asset and --location area defined in the following 
configuration files, respectively: 

• controls which indicators are available, how they are renamed and unit-adjusted: 
indicators.yml (see sub-section below) 

• controls the indicator list in each asset class: assets.yml 

• controls the list of locations available: locations.yml 

Full documentation, including fine-grained controls, is provided in the command-line help: 

python download.py --help 

Visit the CDS Datasets download pages, for more information about available variables, models 
and scenarios:  

- ERA5: https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels-
monthly-means?tab=form   

- CMIP5: https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip5-
monthly-single-levels?tab=form  

 In particular, clicking on “Show API request” provides information about spelling of the 
parameters, e.g. that “2m temperature” is spelled 2m_temperature and “RCP 8.5” is spelled 
rcp_8_5. 

Indicator definition 

This section is intended for users who wish to extend the list of indicators currently defined in 
indicators.yml. It can be safely ignored for users who are only interested in using the existing 
indicators. 

Let’s see how 10m_wind_speed is defined: 
- name: 10m_wind_speed 
  units: m / s 
  description: Wind speed magnitude at 10 m 

The fields name and units define the indicator. Description is optional, just to provide some 
context. It is possible to provide scale and offset fields to correct the data as (data + 
offset) * scale. Here for 2m temperature: 

https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels-monthly-means?tab=form
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels-monthly-means?tab=form
https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip5-monthly-single-levels?tab=form
https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip5-monthly-single-levels?tab=form
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- name: 2m_temperature 
  units: degrees Celsius 
  description: 2-m air temperature 
  offset: -273.15  # Kelvin to degrees C 

# denotes a comment to provide some context. Some indicators have different names in ERA5 
and CMIP5, and possibly different units. That can be dealt with by providing era5 and cmip5 
fields, which have precedence over the top-level fields. Here the evaporation definition: 

- name: evaporation 
  units: mm per month 
  era5: 
    name: mean_evaporation_rate  # different name in ERA5 
    scale: -2592000  # change sign and convert from mm/s to mm / month 
  cmip5: 
    scale: 2592000  # mm/s to mm / month 

In that case both scaling and name depend on the dataset. In CMIP5 which variable name is 
identical to our indicator name, the name field can be omitted. In ERA5, evaporation is negative 
(downwards fluxes are counted positively), whereas it is counted positively in ERA5. 

Indicators composed of several CDS variables can be defined via compose and expression 
fields. Let’s look at 100m_wind_speed: 

- name: 100m_wind_speed 
  units: m / s 
  description: Wind speed magnitude at 100 m 
  era5: 
    compose: 
      - 100m_u_component_of_wind 
      - 100m_v_component_of_wind 
    expression: (_100m_u_component_of_wind**2 + _100m_v_component_of_wind**2)
**0.5 
  cmip5: 
    name: 10m_wind_speed 
    scale: 1.6  # average scaling from 10m to 100m, based on one test locatio
n (approximate!) 

In ERA5, vector components of 100m wind speed are provided. Our indicator is therefore a 
composition of these two variables, defined by the expression field, which is evaluated as a 
python expression. Note that variables that start with a digit are not licit in python and must be 
prefixed with an underscore _ in the expression field (only there). 

For complex expressions, it is possible to provide a mapping field to store intermediate 
variables, for readability. This is used for the relative_humidity indicator: 

- name: relative_humidity 
  units: '%' 
  era5: 
    compose: 



Copernicus Climate Change Service  

2019/C3S_428h_IISD-EU/SC1- Integration of climate data in the SAVi model Page 82 of 83 

      - 2m_temperature 
      - 2m_dewpoint_temperature 
    expression: 100*(exp((17.625*TD)/(243.04+TD))/exp((17.625*T)/(243.04+T))) 
    mapping: {T: _2m_temperature - 273.15, TD: _2m_dewpoint_temperature - 273
.15} 
  cmip5: 
    name: near_surface_relative_humidity 

where T and TD are provided as intermediary variables, to be used in expression. 

ERA5-hourly dataset can be retrieved via frequency: hourly field, and subsequently 
aggregated to monthly indicators thanks to pre-defined functions daily_max, daily_min, 
daily_mean, monthly_mean, yearly_mean. For instance: 

- name: maximum_daily_temperature 
  units: degrees Celsius 
  offset: -273.15 
  cmip5: 
    name: maximum_2m_temperature_in_the_last_24_hours 
  era5: 
    name: 2m_temperature 
    frequency: hourly 
    transform:  
      - daily_max 
      - monthly_mean 

This variable is available directly for CMIP5, but not in ERA5. It is calculated from 
2m_temperature from ERA5 hourly dataset, and subsequently aggregated. Note the ERA5-
hourly dataset takes significantly longer to retrieve than ERA5 monthly. Consider using in 
combination with --year 2000 to retrieve a single year of the ERA5 dataset. 

Currently CMIP5 daily is not supported. 

Netcdf to csv conversion 

Convert netcdf time series files downloaded from the CDS Toolbox pages into csv files (note: 
this does not work for netcdf files downloaded via the cds api): 

python netcdf_to_csv.py data/*nc 

Help: 
python netcdf_to_csv.py --help 
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